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2.0 BACKGROUND 
 
 In the introduction it was established that for an assessment of the plastic load capacity and 
ductility of a welded steel ship or other type of marine structure, it is prudent to consider the 
possibility of fatigue cracks.  Fatigue cracks will affect the plastic behavior and could even lead to 
brittle fracture below the limit load.  This Chapter provides a brief summary of the essential 
background on critical details and fracture analysis that is the basis of the discussion in the 
remaining Chapters.  A few of the more common examples of fatigue-sensitive details in ships are 
identified and classified in the following section. Various types of fracture behavior ranging from 
brittle cleavage fracture to fully-plastic ductile fracture are then discussed.  
 
 There are many other areas of fracture mechanics that are not discussed, in order to provide a 
thorough discussion of the ductile fracture problem in a limited number of pages.  There are several 
good books which can be referred to for further information on fracture mechanics from various 
perspectives  [2.1-2.5].  
 
2.1   Identification of critical fatigue-sensitive details  
 
 For a ship, all of the members and connections in the hull, the bottom, and the upper deck are 
critical from a standpoint of structural integrity.  Particularly important are areas around the corners 
of the hull girder, i.e. turn of the bilge and the sheer strake. Longitudinal bulkheads may also be 
critical for primary strength. Intermediate decks and transverse bulkheads are less sensitive to 
fracture, since their primary structural role is to transfer shear.   
 
 These members and connections are especially critical and of interest in this research if they are 
prone to fatigue cracking. Surveys of service repair and inspection of ships have indicated an 
average of 86 cracked structural details per ship [2.6-2.9].  This cracking is usually caused by 
service fatigue loads [2.10, 2.11]. Because of more stringent detailing practice and design criteria, 
the Navy does not in general have the significant problem with fatigue that is apparent in many 
commercial ships [2.12]. However, a recent survey of damage in British Navy combatants found an 
average of 4.6 fatigue cracks reported per year in destroyers that were 7 years old on average, and 
7.6 cracks per year in frigates that were 15 years old on average [2.13].  In general, fatigue cracks 
are only a serviceability problem, e.g. repair costs and damage from leaking [2.6, 2.13-2.15].  In rare 
cases, however, the result can be rapid fracture leading to major damage or catastrophic failure 
[2.9,2.13, 2.16-2.18].   
 
 High-strength steel structures are more likely to have fatigue cracks.  The fatigue strength of 
welded details is essentially independent of the type and strength of the steel [2.4, 2.19-2.23].  If the 
maximum allowable stress is increased and scantlings decreased to take advantage of the high-
strength steel, the fatigue stress ranges increase in magnitude.  If the same low-fatigue-strength 
details are used, they are more likely to exhibit cracking in high-strength steel structures. In 
commercial tankers and bulk carriers fabricated from high-strength steel, this increase in fatigue 
cracking has become a serious problem  [2.9, 2.18]. 
 
 Welded details are typically grouped into categories of details with similar fatigue strength. The 
low-fatigue-strength categories are the details which are most likely to be cracked in service and are 



therefore the most likely to require fracture evaluation.   The fatigue design provisions in the 
American Welding Society (AWS) Structural Welding Code D1.1 [2.24] are used to design welded 
plate and tubular structures.  The AWS fatigue design provisions for tubular joints are essentially 
the same as the fatigue design provisions of the API RP-2A for offshore structures [2.25].  The 
AWS provisions are applicable to design and service evaluation of ships and other marine 
structures.  The AWS provisions for structures comprised of welded plates and shapes are 
essentially the same as the AASHTO bridge specifications [2.26] and the AISC specifications for 
steel buildings [2.27].  Eurocode 3 [2.28] and the British Standard 7608 [2.29] use similar 
provisions but have different names for S-N curves.  For example, the BS Category D S-N curve is 
essentially the same as the AWS Category C S-N curve.  ABS guidelines [2.30], the U.K. Health 
and Safety Executive [2.31], and other groups in the marine industry use S-N curves from the 
British Standard 7608. 
 
 The S-N curves corresponding to the categories used in the AWS, AISC, and AASHTO codes 
are shown in Figure 2.1. These categories range from A to E' in order of decreasing fatigue strength.  
Most common ship details can be idealized as analogous to one of the drawings of details that are 
given in the codes.  The Eurocode 3 and the British Standard 7608 have more detailed illustrations 
for their categorization than does the AWS, AISC, or AASHTO specifications. A book by Maddox 
[2.23] discusses categorization of many details in accordance with BS 7608.    
 
 The following presents a brief overview of categorization according to the AWS, AISC, and 
AASHTO codes. Details in categories A, B, and B' do not need to be discussed because they never 
govern the fatigue life of ships.  There are always more severe details. Category C includes 
transverse stiffeners and full-penetration groove welds (butt joints).  However, because there are 
numerous E and E' and even worse details in ship structure, butt welds between plates (without any 
other stress concentration) are rarely fatigue cracked and are therefore not deemed to be critical.   
 
 Continuous welds are not fatigue critical, however the terminations of these welds are often 
critical. The termination of longitudinal fillet welds are Category E details. The fillet-weld 
terminations at the edges of members which are lapped are Category E' or worse. 
 
 There have been many fatigue-cracking problems in structures at miscellaneous and seemingly 
unimportant attachments to the structure for such things as racks and hand rails. Attachments are a 
"hard spot" on the strength member which create a stress concentration at the weld. Most 
attachments normal to flanges or plates are at best Category E details.  The Category E', slightly 
worse than Category E, applies if the attachment plates or the flanges exceed 25 mm in thickness. 
This thickness effect is partly due to the relative size of the welds and the residual stress field.  
 
 There are several references which discuss fatigue-susceptible details in tankers.  For example, 
the Tanker Structure Cooperative Forum has published several books which show pictorials of the 
types of cracks which commonly occur in tankers and suggested repairs [2.34-2.36].  Many groups 
have modelled fatigue-sensitive ship details using the finite-element method to determine hot-spot 
stress ranges [2.37, 2.38].  
 
 The intersection of longitudinal and transverse members is always a fatigue sensitive location.  
High stresses can be induced by incompatibility of curvature in the two directions.  An example of 



such a fatigue-prone intersection is the connection of the longitudinal stiffeners with transverse web 
frames or bulkheads in tankers and many other types of commercial ships.  Figure 2.2 shows cracks 
which occur around the cutout in the transverse member. These cracks are due to the distortion of 
the cutout and typically do not continue to grow after reaching 100 mm or so in length.  The cracks 
"arrest" because the distortion-induced stress which drives the crack is diminished as the crack 
allows the distortion to occur more freely.  For this reason, and because the transverse members are 
primarily carrying shear as opposed to tension, these cracks are not likely to lead to catastrophic 
failure of the ship, and are therefore not critical.   
 
 The distortion-induced cracks in these connections can be reduced by changes in the design of 
the cutout, adding a lug to stiffen the cutout, or adding a stiffener to the transverse member landing 
on the longitudinal.  Figure 2.3 shows a connection with a stiffener. Although the stiffened 
connection is less likely to crack for a given loading, if cracking does occur it is likely to grow 
across the flange of the longitudinal and down the web toward the sideshell as shown in Figure 2.3.  
If this crack reaches the sideshell it may result in a significant leak or other problems.  Therefore 
this type of crack is critical.  Most of the experiments (described in Chapter 3) were designed to 
simulate this type of crack in a longitudinal at an attachment..   
 
 Brackets at the intersections of large girders are also a common location of fatigue cracks.  
Figure 2.4 shows different types of brackets.  The two drawings at the bottom of the figure illustrate 
the two types of cracks which can occur in any type of bracket. Depending on the relative 
magnitude of the tensile stress range in each member, the bracket may crack or the longitudinal may 
crack.  The crack in the longitudinal is more critical, for reasons explained above.  This crack in the 
longitudinal is similar to the crack in Figure 2.2, and is also similar to the experimental specimens. 
 
 Hatch openings, such as shown in Figure 2.5, are frequently cracked in bulk carriers [2.39].  
These cracks are very critical, since they are at the narrowest section of the deck.   
 Cracks often occur at the ratholes or weld-access holes in the longitudinals in way of the 
erection butt welds, as shown in Figure 2.6 [2.40]. This was the type of cracking discussed by Rolfe 
et al [2.41] for TAPS trade tankers.  Because the shell is cracking, these are obviously critical 
cracks.  However, as discussed by Rolfe et al, if the stiffener remains intact and can bridge over the 
crack, it can reduce the driving force significantly and the structure can tolerate a crack more than 
400 mm long.  Some of the experiments described in Chapter 3 were therefore designed to simulate 
this type of crack bridged by a stiffener.   
 
 
2.2 Types of fracture behavior  
 
 Consider a notched or cracked test specimen made of ordinary ship steel, or a welded structural 
steel specimen with the notch located in the weld.  When a notched specimen is fractured from axial 
tension or tension due to bending, the resultant load, deformation, and energy absorbed should 
undergo a transition from brittle behavior to ductile behavior as the temperature increases. For 
example, a plot of CVN energy vs. temperature for a Grade 50 structural steel (A588) is shown in 
Figure 2.7.  The transition with increasing temperature from the lower shelf to the upper shelf is a 
result of changes in the underlying microstructural fracture mode.  
 



 There are really at least three distinct types of fracture with distinctly different behavior. 
   
  1) Brittle fracture is associated with cleavage on a microstructural scale and occurs at the 

lower end of the temperature ranges, although the brittle behavior can persist up to room 
temperature for low-toughness materials.  This part of the temperature range is called the 
lower shelf because the minimum toughness is fairly constant up to the transition 
temperature.  Brittle fracture is sometimes called elastic fracture because the plasticity 
that occurs is negligible. 

 
  2) Transition-range fracture occurs at temperatures between the lower shelf and the 

upper shelf and is associated with a mixture of cleavage and fibrous fracture on a 
microstructural scale. Because of the mixture of micromechanisms, transition-range 
fracture is characterized by extremely large variability.  Fracture in the transition region 
is sometimes referred to as elastic-plastic fracture because the plasticity is limited in 
extent but has a significant impact on the toughness.   

 
  3) Ductile fracture is associated with a process of void initiation, growth, and 

coalescence on a microstructural scale and occurs at the higher end of the temperature 
range.  This part of the temperature range is referred to as the upper shelf because the 
toughness levels off and is essentially constant for higher temperatures. Ductile fracture 
is sometimes called fully-plastic fracture because there is substantial plasticity across 
most of the remaining cross section ahead of a crack.  Ductile fracture is also called 
fibrous fracture due to the fibrous appearance of the fracture surface, or shear fracture 
due the usually slanted shear lips on the fracture surface.   

 
Unfortunately, these terms are often used ambiguously. For example, fracture in the transition 
region is often called brittle or ductile, depending on the relative toughness.  In this study, the testing 
was performed at room temperature which was in the upper end of the transition rtegion or on the 
upper shelf region. 
 
2.3  Fracture mechanics analysis 
 
2.3.1 Linear elastic fracture mechanics analysis 
 
 Fracture mechanics is based on the mathematical analysis of solids with notches or cracks. 
Relationships between the material toughness, the crack size, and the stress or displacement are 
provided by fracture mechanics. Brittle fracture occurs with nominal net-section stresses below or 
just slightly above the yield point.  Therefore, the relatively simple principles of linear-elastic 
fracture mechanics (LEFM) can be used to conservatively assess whether a welded joint is likely to 
fail by brittle fracture rather than fail in a ductile manner.  The analogous principles of elastic-plastic 
fracture mechanics (EPFM) were developed to allow for limited plasticity, as discussed in Section 
2.3.2. There  topics are covered in detail in books on fracture mechanics [2.1-2.5].  Therefore, only 
the essential principles will be reviewed here. 
 
 LEFM gives a relatively straightforward method for predicting fracture, based on a parameter 
called the stress-intensity factor (K) which characterizes the stresses at notches or cracks [2.42]. The 



applied K is determined by the size of the crack (or crack-like notch) and the nominal gross-section 
stress remote from the crack. Crack-like notches and weld defects are idealized as cracks. In the 
case of linear elasticity, the stress-intensity factor can be considered as a measure of the magnitude 
of the crack tip stress and strain fields. Solutions for the applied stress-intensity factor, K, for a 
variety of geometries can be found in handbooks [2.43-2.47].  Most of the solutions are variations 
on standard test specimens which have been studied extensively.  A few useful solutions and 
examples of their application to welded joints may be found in Chapter 5.     
 
 In general, the applied stress-intensity factor is given as: 

where the F terms are modifiers on the order of 1.0, specifically: 
 Fc is the factor for the effect of crack shape, 
 Fs is the factor, equal to 1.12, that is used if a crack originates at a free surface,  
 Fw is a correction for finite-width which is necessary because the basic solutions were generally 

derived for infinite or semi-infinite bodies, and 
 Fg is a factor for the effect of non-uniform stresses, such as bending stress gradient.   
 The stress, σ, includes residual stress as well as applied stress.  Typically, worst-case 
assumptions are made regarding the residual stress in brittle fracture evaluations [2.47-2.51].  In 
fact, this simplifies the evaluations significantly because the peak stresses (applied plus residual) are 
taken as equal to the actual yield strength. This assumption is also made if plastic limit-state design 
is used. Assuming the stress is at yield strength eliminates the need for detailed analysis to 
determine the applied stresses.  
 
 The stress intensity factor has the unusual units of MPa-m1/2 or ksi-in1/2.  The material fracture 
toughness is characterized in terms of the applied K at the onset of fracture in simplified small test 
specimens, called K "critical" or Kc.  The fracture toughness (Kc) is considered a transferable 
material property, i.e. fracture of structural details is predicted if the value of the applied K in the 
detail exceeds Kc.   Equation 2-1 relates the important factors that influence fracture: "Kc" represents 
the material, "σ" represents the design, and "a" represents the fabrication and inspection. 
 
 In this report, Kc is used as any type of critical K associated with a quasi-static strain rate, 
derived from any one of a variety of test methods. One measure of Kc is the plane-strain fracture 
toughness which is given the special subscript "I" for plane-strain mode I, KIc.  KIc must be 
measured in specimens which are very thick and approximate plane strain. If the fracture toughness 
is measured in an impact test, the special designation Kd is used where the subscript "d" is for 
dynamic.  In practice, Kc is often estimated from correlations with the result from a CVN test, 
because the CVN is much cheaper to perform and requires less material than a fracture-mechanics 
test, and all test laboratories are equipped for the CVN test.  A widely-accepted correlation for the 
lower shelf and lower transition region between Kd and CVN was proposed by Rolfe and Barsom 
[2.1]:  

where CVN is given in J and Kd is given in MPa-m1/2.  A different constant is used for English units 
[2.1]. This correlation is used to construct the lower part of the curve for dynamic fracture toughness 

 K = F * F * F * F * ac s w g σ π  (2-1) 

 dK = 11.5* CVN  (2-2) 



(Kd) as a function of temperature directly from the curve of CVN vs. temperature.  There is a 
temperature shift between the curve for slow and intermediate load rate values of Kc and the impact 
load rate values of Kd.  Ship loading rates are considered intermediate, and intermediate load rate 
values of Kc for structural steel are conservatively obtained by shifting the Kd curve to a temperature 
which is about 38 degrees C lower (for ordinary structural steel with yield strength about 350 MPa).   
 
 There are size and constraint effects and other complications which make the LEFM fracture 
toughness Kc less than perfect as a material property.  This is especially true when Kc is only 
estimated based on a correlation to CVN.  



2.3.2   Elastic-plastic fracture parameters 
  
 Elastic-plastic fracture mechanics (EPFM) is a nonlinear extension of the fracture mechanics 
concepts discussed above.  Theoretically, EPFM is only valid for limited amounts of plasticity, and 
therefore is intended for the lower transition region where the fracture is not entirely ductile.  For 
lack of an alternative, EPFM is also used for fully-plastic or ductile fracture.  The following section 
provides a brief overview of some background on EPFM models.  Additional detail on EPFM can 
be found in references [2.1, 2.2, 2.5,2.47]. 
    
 The J-integral is a parameter for EPFM much like K is a parameter for LEFM.  The J is often 
converted to an "equivalent" K by the following relation (for plane stress): 

where E is the modulus of elasticity.  Kc values may be obtained using Equation (2-3) where J is 
obtained from a test such as ASTM E813, "Standard Test Method for JIc, A Measure of Fracture 
Toughness".  In this case, K is typically given the subscript "J", i.e. KJc.  Test methods are discussed 
later in Section 5.2. 
 
 The crack-tip opening displacement (CTOD) is an alternative EPFM parameter.  The CTOD 
concept and test method were developed at the Welding Institute (TWI) in the United Kingdom.  A 
empirically-based conservative fracture assessment procedure called the "CTOD design curve" was 
developed around the CTOD test results and was verified through extensive wide-plate tension tests 
of weldments. This procedure has been extensively used in a wide range of industries, including the 
pipeline and offshore structures industry.  In 1980, the British Standards Institute published a 
document called PD6493, "Guidance on Some Methods for the Derivation of Acceptance Levels for 
Defects in Fusion Welded Joints".  This document is based on fracture-mechanics fitness-for-
purpose concepts, and can be used to assess minor fabrication defects.  Originally, the PD6493 
procedure was based on fracture toughness measured using the CTOD test and the empirical CTOD 
design curve. While this approach is still embodied in PD6493, the procedure was generalized in a 
new version in 1991 to permit any measure of toughness and analysis method [2.47].  The PD6493 
document has an easy to follow codified procedure.  Further full-scale wide-plate testing and now 
more than 15 years of experience with this document establishes the reliability of this approach. 
 
 The J integral is directly proportional to the CTOD [2.52-2.57].  It can similarly be shown that 
the rate of increase of J with respect to crack extension (tearing modulus) is proportional to the rate 
of increase of the CTOD with respect to crack extension or the crack-tip-opening angle (CTOA) 
[2.53].   The CTOD can be related to J and also to K, and therefore CTOD fracture toughness values 
are often converted to equivalent K values using: 

substituting Equation (2-4) into Equation (2-3) gives: 
  

 K = J* E  (2-3)   

 J = 1.6* *CTODyσ  (2-4)   

 K = 1.6* * E*CTODyσ  (2-5)   



 It should be noted that the CTOD can be theoretically related to K only for linear elastic 
conditions (brittle materials).  Therefore, in the case of brittle materials, it is valid to convert CTOD 
test results to equivalent Kc values.  However, it has also become common to convert CTOD test 
results to equivalent Kc values even for materials in the transition range or upper shelf.  It is also 
common for the fracture assessment to be carried out in terms of the applied K using LEFM.  While 
the LEFM assessment is valid for brittle materials, it should be noted that this procedure may not be 
conservative for elastic-plastic fracture. For elastic-plastic fracture, the fracture toughness is derived 
from small-scale test with net section yielding which can enhance the apparent toughness. It is 
possible that due to lower net-section stresses and/or greater constraint in the structure, the fracture 
toughness is not enhanced significantly by yielding and could be brittle.  Thus the small-specimen 
value of the toughness may not always be conservative.  
 
 
2.3.3  Local approach to ductile fracture  
 
 On a local level, the process of ductile fracture, void growth and coalescence, is known to be 
governed by a critical strain criterion [2.58-2.62].  A critical strain could be used in simplified 
fracture models.  Many investigators have noted approximate relations between the fracture strain 
(derived from the reduction in area of tensile tests) and fracture criteria such as J and CTOD.  For 
example, Miyata et al [2.62] showed that Jc ought to be a linear function of the fracture strain times 
the yield stress.   
  
 Green and Knott [2.63] expressed the CTOD as the product of the fracture strain, εf, times a 
microstructural gage length, l,  equal to the participating inclusion spacing (the critical distance for 
ductile fracture).   
 
   CTOD  = εf * l      (2-6) 
This simple relation is based on the notion that the process zone is approximately triangular with a 
base equal to the CTOD and a height equal to the critical distance.  Ritchie and Thompson [2.64] 
pointed out that if this relation is multiplied by the flow stress σf it expresses a link between the 
plastic work density in the fracture process zone (which relates these quantities to Sih's 
strain-energy density (SED) [2.65]) and Jc: 
 
   Jc  =   σf * CTOD  =    σf * εf * l  =   SED * l  (2-7)  



 Equation (2-7) rationalizes the empirical correlation between Jc and the product of the flow 
stress and the fracture strain (i.e. an approximation of the strain energy density or the plastic  work 
density).  
  
 There are alternative methods of predicting fracture which can be generally referred to as the 
local approach to fracture [2.65-2.71].  In the local approach, the composite weldment is modelled 
(usually with finite elements) and toughness criteria are based only on the deformation very local to 
the crack tip. Notwithstanding the complexity of such an analysis, the local approach has the 
advantage of not being influenced by the relative strength of the base metal and weld metal and the 
geometry of the test specimen and structure, as J and CTOD are influenced [2.66-2.69].     
 
 One example of a simple local approach is the work of Matic and Jolles [2.67, 2.68, 2.72-2.74] 
of NRL.  The failure criterion used was the attainment of a critical strain-energy density for fracture 
[2.75-2.76].  For materials with a relatively constant flow stress, the use of strain energy density is 
approximately equivalent to the use of a critical effective strain [2.58].   
 
 The local approach has been applied to crack propagation with limited success.  Applications 
have required extensive computational resources and to date, no one has succeeded in propagating a 
crack more than about 12 mm using this approach [2.69].  While the local approach is certainly 
interesting basic research, it is not suitable for predicting the extensive ductile tearing expected in 
ship structures. 
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CHAPTER 3.0  FRACTURE EXPERIMENTS 
 
 Experiments were conducted at room temperature on over 30 full-scale welded structural 
members containing natural or simulated fatigue cracks. An overall test matrix is shown in Table 
3.1.  The purpose of the experiments was to evaluate the applicability and accuracy of various 
ductile fracture models on members with complex structural details.  The specimens were fabricated 
from two different types of high-toughness steels, HSLA-80 and EH-36. Limited tests were also 
performed on ordinary A36 structural steel.  
 
 
3.1 Specimen fabrication, residual stress, and materials characterization 
 
 I-section and box-section members, shown in Figures 3.1 through 3.3, were fabricated from 
HSLA-80 steel.  The I-section members are intended to study the type of cracks which occur in 
longitudinal stiffeners or girders at attachments of flatbars or brackets, as shown in Figures 2.3 or 
2.4.  The I-beam specimens may also be a reasonable model for a cracked hatch opening coaming 
(such as in Figure 2.5), which resembles a flange while the web of the I beam represents the deck 
plate.  The box beam specimens are intended to simulate the behavior of larger cracks which have 
penetrated the shell, deck, or bottom and must propagate through intersecting structure such as 
neighboring stiffeners or bulkheads.  The HSLA-80 material is a copper precipitation-hardened steel 
conforming to MIL-STD-S-24645(SH).  The HSLA-80 steel is essentially the same as ASTM 
Specification A710, Grade A, Class 3.  A typical chemical composition for the plates used for the 
specimens is shown in Table 3.2. The minimum specified yield strength (MSYS) of the steel is 550 
MPa.  The HSLA-80 steel has extremely good low-temperature toughness properties. MIL-STD-S-
24645(SH) requires a minimum specified Charpy-V-Notch test energy (CVN) of 80 J at a 
temperature of -84°C.  
 
 All the HSLA-80 I beam and box beam specimens were fabricated at Ingalls Shipbuilding using 
materials and fabrication techniques typical of modern surface combatants in accord with MIL-
STD-1689 (unless otherwise noted). The weld joint designs are in accord with MIL-STD-22D.  The 
longitudinal fillet welds were made with the submerged arc welding (SAW) process with the MIL 
100-S welding wire.  The other welding, attachment fillets and groove welds, was done using a 
semiautomatic carbon-dioxide shielded flux-cored arc weld (FCAW-S) using the MIL 100-TC weld 
wire. Several undermatched welds were included in the I-beam test specimens with intentionally 
introduced excessive porosity. Undermatched groove welds were produced using the GMAW 
process with MIL 70S-3 weld wire. The welds were visually inspected and a randomly selected 
10% of the beams were inspected with a magnetic particle test (MT). Groove welds were 
ultrasonically tested (except the undermatched welds). Tack welding and repair welding were made 
with both the FCAW process and the shielded-metal arc welding (SMAW) process using E10018 
electrodes.  



 Fatigue cracks typically begin at the toe of a weld, but typically the large cracks either propagate 
out of the weld as fatigue cracks, or soon after peak load the cracks propagate out of the weld as 
tearing cracks.  Therefore, the welds are not believed to play that significant a role in the ductile 
fracture behavior of ship structural details.  For small surface cracks in low-toughness welds, the 
weld properties may become very significant.  For example, several undermatched welds were 
included in the I-beam test specimens with intentionally introduced excessive porosity. These welds 
had very low toughness due to the procedure that was used to introduce the porosity and exhibited 
brittle fractures.  This was not the intended result of these experiments since the scope of this 
research is limited to ductile fracture. Therefore, the material characterization and detailed analyses 
of these undermatched groove welds were not performed.   
 
 Residual stresses were measured in the HSLA-80 specimens using sectioning and hole-drilling 
methods.  In general, the residual stresses reached about 480 MPa at flame cut edges and about 340 
MPa near the welds.  Figure 3.4 shows a typical distribution of longitudinal residual stresses in both 
the I-section and box section.  These magnitudes and distributions of residual stress are fairly 
consistent with previous experience which indicates that the residual stresses approach the yield 
strength.  There was significant scatter among the measured residual stresses as is typical.  In 
general terms, the various measurement  methods gave consistent and compatible results.  
 
 Cope-hole specimens with stiffeners bridging the crack are shown in Figure 3.5.  The stiffened 
specimens are called "cope-hole" specimens because of the weld access hole.  These specimens are 
intended to represent the type of cracks which are common on tanker bottoms at the weld access 
holes in way of the master butts, such as shown in Figure 2.5.  These specimens represent a different 
loading mode, tension rather than bending as in the I beams and box beams.  Because much higher 
axial tensile loads are required to achieve the same stress levels as in the bending specimens, these 
tensile test specimens are necessarily much smaller than the bending specimens.   
 
 As shown in the test matrix in Table 3.1, CCT specimens of the same dimensions without the 
weld or stiffeners were also tested.  There are solutions for J in these simpler CCT specimens which 
are a benchmark for comparison to the cope hole specimens. These CCT and cope-hole specimens 
were fabricated from the HSLA-80 steel and a high-toughness ASTM A131 Grade EH-36 ship 
steel.  EH-36 is a fine-grain-practice, normalized, C-Mn steel  The typical chemical composition of 
the EH-36 plates used for the specimens is also shown in Table 3.2. Compared to the HSLA-80, the 
EH-36 steel has more Carbon and Manganese, but less Nickel, Chromium, and Copper. The EH-36 
steel is specified in ASTM Specification A131.  The minimum specified yield strength of the steel is 
360 MPa, and there is a minimum specified CVN of 34 J at -40°C.  
 
 The EH-36 steel specimens were fabricated at the ATLSS Center at Lehigh University by 
certified welders with shipyard experience.  Weld joint designs are in accord with MIL-STD-22D.  
The welds were made with the FCAW-S process.   



3.1.1   Tensile properties 
 
 A typical stress-strain curve from the HSLA-80 material is shown in Figure 3.6. A summary of 
tensile test results for various plate thicknesses of HSLA-80 steel obtained using 6 mm diameter 
specimens is shown in Table 3.3. The average 0.2 percent offset yield strength from these tests was 
607 MPa.  The average ultimate tensile strength was 690 MPa.  The flow stress, or average of the 
yield and ultimate strength, is used in fracture mechanics and is taken as 650 MPa for the HSLA-80 
steel.  As shown in the Table, there was significant scatter in yield strength values even for tensile 
specimens from the same plate thickness and rolling orientation. The yield strength values ranged 
from 569 to 635 MPa and the overall coefficient of variation for the yield strength was 3.6 percent.  
This level of variability gives a 95 percent confidence limit of plus or minus 7 percent, which is 
important because it determines the best possible accuracy of a failure-mode assessment, i.e. even 
the most simple failure mode, gross-section yielding, cannot be predicted with accuracy better than 
plus or minus 7 percent.  In other words, a ductile fracture model would be considered sufficiently 
accurate if it were able to predict failure loads with comparable accuracy, i.e. within plus or minus 7 
percent.   
 
 As shown in Figure 3.6, the HSLA-80 steel does not exhibit significant strain hardening and has 
an average yield-to-tensile strength ratio (Y/T) of 0.88. The high Y/T ratio is typical of very low-
carbon steels.  The Ramberg-Osgood equation: 

was fit to the HSLA-80 true-stress true-strain tensile test data in the range after yield up to ultimate 
strength.  This equation was fit because the parameters are used in several analytical fracture 
mechanics models.  Here ε0 is the yield strain which is 0.29 percent and σo is the yield stress or 607 
MPa.  The best fit was obtained with α equal to 3.14 and the exponent "n" equal to 10.7.  
 
 A simple power-law hardening model is also widely used in analytical solutions: 

The hardening exponent "m" for the typical power-law hardening equation would be the inverse of 
"n" for the Ramberg-Osgood equation or 0.094, while β is 940 MPa.  The Ramberg-Osgood and 
power law models are used to represent the material as a nonlinear elastic solid (deformation theory 
of plasticity) in analytical solutions.  Modern finite-element codes use incremental plasticity and 
usually represent the effective stress-strain curve as a piecewise linear function. 
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 A typical stress-strain curve from the EH-36 material is also shown in Figure 3.6. The average 
0.2 percent offset yield strength from these tests was 406 MPa, the ultimate strength was 538 MPa, 
and the flow stress was 470 MPa.   There was much less scatter in yield strength values compared to 
the HSLA-80 material.  Note in Figure 3.6 that the EH-36 specimens exhibited a yield plateau 
followed by significant strain hardening, giving an average yield-to-tensile strength ratio (Y/T) of 
0.76.  The low Y/T compared to HSLA-80 steel may be attributed to the lower carbon content 
relative to the EH-36 steel.  Lower Y/T (below 0.8) was typical of most structural steels in the past. 
However, modern steel has lower carbon content for improved weldability.  In many cases, the 
modern steel also has higher alloy content, with alloying elements added for higher strength.  
Because much of the modern steel is made in an electric furnace from scrap, it is now common to 
have alloy elements that are not even specified for the steel which are present because they 
happened to be present in the scrap.  These characteristics of modern steel tend to increase the Y/T 
ratio.   
 
 Note that the strain at ultimate strength, called uniform strain, for the EH-36 steel is greater than 
the uniform strain for the HSLA-80 steel.  In fact, the ductility of the C-Mn EH-36 steel is about the 
same as the ordinary hot-rolled structural steel (A36) which was compared to HSLA-80 steel in the 
Introduction and shown in Figure 1.2  Therefore, the EH-36 steel may be expected to show much 
greater ductility than the HSLA-80 in the presence of a stress concentration or notch, as the A36 
steel showed in Figure 1.2. 
 
 Considere [3.1] showed that the uniform strain would be equal to the power-law hardening 
exponent, or 9.4 percent for the HSLA-80 steel. This estimate of the uniform strain follows from the 
power law hardening model if the rate of change of stress with respect to strain is set equal to zero 
(at ultimate strength). This estimate of the uniform strain is consistent with the data in Figure 3.6.  
As the A36 and EH36 steel have much higher power-law hardening exponents than the HSLA-80 
steel, this explains the greater apparent ductility in the tensile tests.  
 
 Since the stress-strain curve is very different from the HSLA-80 steel, this EH-36 steel provides 
a good contrast in yield behavior so that ductile fracture models can be evaluated over a broad range 
of conditions.  In fact as discussed below, the HSLA-80 has much higher upper-shelf fracture 
toughness (as measured by J or CTOD) than the EH-36 steel.  Therefore, the experiments will 
reveal whether the strain hardening or fracture toughness is more important in determining the 
overall load capacity and ductility of cracked structural members which fail due to tearing or upper-
shelf ductile fracture.  The A36 steel was not characterized. 



3.1.2 Fracture-toughness properties 
 
 Fracture-toughness tests were performed in accordance with ASTM E1152-87 "Standard Test 
Method to Determine J-R Curves".  By also following the provisions of ASTM E1290-93 "Standard 
Test Method for Crack-Tip Opening Displacement (CTOD) Fracture Toughness Measurement", 
CTOD may be obtained from the test data.  A CTOD-R curve can be constructed from the test data, 
along with CTOD at maximum load (the traditional definition of CTOD for ductile fracture) and the 
CTOD corresponding to Jc. Compact specimens were made from 9 mm, 13 mm, and 25 mm thick 
plates of the HSLA-80 steel and 9 mm plates of the EH-36 steel in both the L-T (crack oriented 
transverse to the rolling direction) and T-L orientation.  
 
 Figure 3.7 shows a typical J-R curve from a 50 mm CT specimen (9 mm thick) of both the 
HSLA-80 and EH-36 steel plates.  Note that after some crack propagation, the slope of the J-R 
curves, called the tearing modulus, is approximately constant and approximately equal for the two 
types of steel.   There was considerable scatter among the fracture-toughness test results. In addition 
to this scatter, the value of JIc could vary depending on the method used to fit the J data.  The J 
values determined from our tests were interpreted using a "linear" fit to the J data.  An average JIc 
value of 630 kJ/m2 was determined as a reasonable lower bound, which corresponds to a K value, 
given the symbol KJc because it is derived from a J test, of 360 MPa-m1/2. 
 
 Table 3.4 summarizes the data from the compact tension tests.  The J values determined in these 
tests exceed the "validity" limits in the ASTM E1152 specification.  This is not surprising since 
valid J values could not be obtained for plates of this thickness in any steel with reasonable 
toughness.  Such "invalid" data have been used in the past, provided both the test specimen and the 
application are the same thickness.  This is a reasonable approach where through-thickness cracks 
are concerned.  However, for surface cracks, the constraint conditions are much different than for 
through-thickness cracks and the invalid J cvalues may be questionable.  The J-R curves and 
CTOD-R curves from several of these tests are included in Appendix 1. 
 
 In general, the Jc data for the HSLA-80 material fall in a scatterband ranging from about 600 to 
1000 kJ/m2.  There is considerable variability in these results, the coefficient of variation is 17 
percent.  Therefore, 95 percent confidence limit would range from plus to minus 34 percent. As in 
the case of the tensile test variability, this variability in fracture toughness puts into perspective the 
required accuracy of ductile fracture models.   
 There does not appear to be any discernable effect of orientation, width, or thickness among 
these results. The box sections and I beams were fabricated from different production heats, 
therefore the heat-to-heat variation does not seem to be significant either.  It was anticipated that the 
sidegrooving would significantly decrease the apparent Jc values by suppressing the occurrence of 
shear lips and crack tunneling.  However the sidegrooving appeared to have no significant effect 
either.   
 
 Since the CCT and cope-hole specimens to be tested were all of the same heat, plate thickness, 
and rolling direction, four compact tension tests were sufficient to characterize the toughness of the 
EH-36 material.  The results of these four tests are shown in Table 3.4.  An average Jc value of 331 
kJ/m2 was determined from the four tests, which corresponds to a KJc of 260 MPa-m1/2.  Although 



this material is also ductile at service temperature,  it has a lower upper-shelf fracture toughness than 
the HSLA-80.   
 
 Note that ASTM E1152 states that the maximum crack extension is ten percent of the remaining 
ligament, or 5 mm in the case of the largest 100 mm compact specimens.  Large redundant 
structures fabricated from relatively thin ductile plates may tolerate hundreds of millimeters of crack 
extension without serious damage or unstable rapid fracture. Data at such large crack extensions are 
required for the J-R analyses to be applied to the full-scale specimens as discussed in Section 4.2.  
Appendix 1 also contains extended J-R curves for several specimens where the J data from 100 mm 
compact specimens are plotted for up to 15 mm crack extension.  This amount of crack extension is 
far beyond the limits where ASTM E1152 was intended to be used.  However, it is not nearly 
enough crack extension for the analyses of the full-scale specimens. 
 
 Although there is great variation in the J-R curves at small crack extension, after crack 
extensions of about 4 mm the J-R curves seem to have a slope which is generally consistent.   
Equation (2-4) shows that J is proportional to CTOD.  The rate of change of J with respect to crack 
extension, called the tearing modulus, is proportional to the rate of change of CTOD with crack 
extension, which is called the crack-opening angle (COA).  At low crack extension, where ASTM 
E1152 indicates the tearing modulus should be measured, the average tearing modulus was 520 
MPa for HSLA-80 steel, and 394 MPa for the EH-36 steel. The tearing modulus for larger crack 
extension is about 200 MPa for both types of steel.  The fact that the tearing modulus is 
approximately constant implies that the COA should be approximately constant.  
 
 The flow stresses for the HSLA-80 and EH-36 steels are 650 and 470 MPa, respectively.  Using 
Equation (2-4) to calculate CTOD, the COA corresponding to a tearing modulus of 200 MPa is 19 
percent radian for the HSLA-80 steel and 26 percent radian for the EH-36 steel.  It is shown below 
that in the full-scale experiments, notwithstanding a great deal of scatter,  the COA was 
approximately constant after some crack propagation.  The COA was the same in various 
experiments and the COA for the two materials was about the same, equal to about 25 percent 
radian.  
 
 As discussed later, several brittle fractures also occurred in tests where the weld was 
undermatched and intentionally made with defects. This weld metal apparently had a very low 
toughness as well, which is probably related to the impurities (grease) used to create the severe 
porosity.  Unfortunately, the compact specimens which were fabricated from these welds did not 
give reliable results.  Based on the observed load at failure of the full scale test, it is estimated that 
the K value for these welds was about 120 MPa-m1/2.  Also, the A36 structural steel was not 
characterized. 



3.2 I-beams with structural details in bending 
 
 As shown in the overall test matrix in Table 3.1, four-point bending tests were performed on 13 
I-beam specimens.  All specimens were constructed of HSLA-80 steel plates with a web thickness 
of 9.5 mm and a tension flange thickness of 12.5 mm.  The I-beam specimens were shown in Figure 
3.1.  The flanges of the specimens with attachment details were of equal thickness while the groove 
welded specimens featured a 25 mm compression flange to ensure crack initiation in the tension 
flange during precracking.  The specimens were stored outdoors after fatigue cracking and prior to 
fracture testing.  Thus the cracks were weathered and contained corrosion deposits.  Precrack 
geometries for each specimen are shown in the crack geometry plots in Appendix 2.    
 
 The I-beams were tested in the four-point bending fixture illustrated in Figure 3.8.  The fixture 
was loaded using a Satec 2.7 MN capacity hydraulic testing machine.  The overall span length was 
2946 mm and the span between load points was 1219 mm..  Braces to prevent lateral-torsional 
buckling were placed at approximately 600 mm intervals along the entire length of the specimen.  
Roller supports were used at all loading points including the point where load was applied to the 
spreader beam.  The entire setup was fixtured to a floor beam in order to transfer load through the 
machine load cell.  A photograph of the test setup is shown in Figure 3.9a.  LVDTs were used to 
measure deflection at all load points relative to the upper (fixed) machine head.  Strain gages were 
placed at cross sections approximately 150 mm from the crack location to check specimen 
alignment in the load fixture and verify bending stresses.  Clip gages with extended ranges (25 mm 
and 125 mm) were used to measure deflections at the crack tip and the crack mouth.   The crack tip 
displacements were made between studs welded 2.5 mm above and below the initial fatigue crack 
tip.  This measurement of CTOD on a 5 mm gage length at the original crack tip (CTOD5) has been 
shown through research at GKSS in Germany to give a value very close to the CTOD measured in 
the traditional way on standard specimens [3.2].  The CTOD5 has become the basis of a fracture 
assessment method developed at GKSS [3.2]..  Strain gage and clip gage instrumentation is shown 
in the photograph in Figure 3.9b.   
 
 The I-beam specimens were loaded in displacement control with a head travel speed of 0.8 
mm/min.  Load, deflection, and strain data were collected via a data acquisition system while crack 
length measurements were obtained visually at approximately 5 mm increments.  The tests were 
completed when the crack extended to the compression flange as shown in Figure 3.10.   



 Strain data from one of the tests (I-beam specimen A18) are shown in Figure 3.11. Nominal 
strains in the flanges were very consistent, reaching the yield strain (about 0.29 percent) as the 
deflection reached the "yield deflection", which is the calculated deflection of the uncracked beam 
for the bending moment which would just start yielding of the flanges.  The magnitude of the strains 
in each flange were averaged to get the nominal bending strain as shown in Figure 3.12. The flanges 
reached a peak strain of about 0.45 percent at a deflection equal to 1.5 times the yield deflection, 
indicating the flanges were yielding as the crack began to grow. The residual plastic strain at the end 
of the test was just less than 0.2 percent, which is about equal to the difference between the peak 
strain and the yield strain.   
 
 An experimental load-displacement curve for I-beam specimen A18 is shown in Figure 3.13.  
Load-displacement curves for all the I-beam specimens are shown in Appendix 2.  In these figures, 
load is plotted as the applied bending moment normalized by the fully-plastic moment of the beam 
based on the remaining cross-sectional area with the initial crack size, and assuming an elastic-
perfectly plastic material.  Calculation of fully-plastic limit loads is discussed in detail in Section 4.2 
Deflection is plotted as the average relative displacement of the specimen load points, d, normalized 
by the deflection associated with the yield moment of the uncracked section, dy.  
 
 Figure 3.14 shows a crack geometry and extension diagram for specimen A18. Similar crack 
geometry diagrams for all the I-beam specimens are shown in Appendix 2.  In these diagrams, the 
crack shape is shown at several discrete values of d/dy corresponding to the load-displacement 
curves. Crack geometry diagrams are not shown for the groove-welded specimens because the 
initial geometry was very simple, i.e. the flanges were completely cracked and the cracks were 
essentially through-thickness edge cracks extending across part of the depth of the web.  There was 
no appreciable ductile crack extension.  Brittle fractures occurred in those tests.  
 
 Table 3.5 summarizes the significant results from the I-beam tests.  The data in Table 3.5 are 
arranged in order of increasing crack size, except for specimens G27 and G26.  These latter two 
experiments are listed towards the end of the table because they experienced a brittle fracture in the 
low toughness weld metal.  Note that for a given type of specimen, the depth of the plastic neutral 
axis decreases as the cracked area increases.  The net plastic modulus, Znet, the peak load, and 
moment all decrease with increasing crack area, as expected.  The load-point displacement at peak 
load does not show a trend with increasing crack size, although it is clearly lower for the last three 
specimens, i.e. the two brittle specimens and the very deeply cracked groove weld specimen.  Aside 
from these and the first specimen, L16, with a very small internal crack, the peak load occurs 
consistently at about 1.4 times the yield displacement. 



 Additional data are shown in Table 3.6 at several points on the load displacement curve besides 
peak load, for specimens for which these data were available.  Several specimens failed too rapidly 
to collect these data, and several specimens were intentionally interrupted before tearing 
significantly. Data are shown for a point where the crack extension was about one web thickness or 
10 mm, which except for one case occurs just after the peak load.  Data on the descending branch of 
the load-displacement curve at 50 percent of the peak load and 25 percent of the peak load are also 
shown.  The crack mouth opening displacement, CMOD, is defined as the deflection at the outer 
fibre of the beam as measured by a clip gage connected to stud welded mounts on each side of the 
crack face.  The crack tip opening displacement, CTOD5, is defined as the deflection measured 
between two points on each side of the crack tip.  The distance between these points is 5 mm.  
 
 Note that, except for G4 and G27, the displacements at 50 percent and 25 percent of the load are 
fairly consistent, e.g.  d/dy equals about 2.5 and 3.6 respectively for most specimens.  Note that the 
CMOD and CTOD5 are also fairly consistent, i.e. 18 and 28 mm at 50 and 25 percent of peak load, 
respectively.  Also note that the relative increase in CMOD and CTOD over this interval, about 55 
percent, is about the same as the relative increase in the d/dy. It is hypothesized that all of the 
displacements are increasing in proportion to one another.  
 
 In Appendix 2, the results of all of the tests (except G26 and G27) are presented in terms of the 
applied moment normalized by the collapse moment, i.e. the fully-plastic moment on the net 
section, M/Mp,net, as a function of the average load-point displacement normalized by the 
displacement at yield on the gross section, d/dy. Note that this ratio is typically close to or exceeding 
1.0, i.e. the experimental results correspond closely with the maximum load that would be predicted 
using the fully plastic moment of the net section area of the cracked specimen.  As indicated by the 
data in Table 3.6, most of these curves plot on top of one another.  For example, Figure 3.15 shows 
the superposed load displacement curves for specimens A42, A39, A48 and A18. All of these 
specimens exhibit nearly identical normalized load-displacement curves, within the limits of 
experimental error.  This is very surprising, since the crack area ranges from 16 to 26 percent of the 
gross area of these specimens, i.e. the crack area ranged from 1160 to 1890 mm2.  Similarly, the Znet 
to Zgross ratio ranges from 75 to 57 percent.  Within these bounds at least,  the crack size and relative 
propagation do not have a significant influence on the load-displacement curve, other than fixing the 
peak magnitude (the effect of Mp,net).   



 This observation is similar to the observations made by Landes with respect to his normalization 
method, i.e. that the fracture toughness has a relatively small influence on the load-displacement 
curves for relatively tough materials [3.3]. Obviously, there was a significant effect of toughness on 
the curves for G26 and G27, because these had a very brittle weld. However, it appears that there is 
a level of toughness such that the normalized load-displacement behavior is unaffected by the crack 
size.  This would be all the fracture toughness that is useable, any further increase in fracture 
toughness would not increase the load-displacement ductility.  Therefore, this level of toughness 
could be used for rational specification of steel properties.   
 
 Table 3.6 also shows the crack extension at the various points along the load deformation curve.  
Note that the crack extension increases relatively in proportion to the displacements as well.  At 50 
and 25 percent of the peak load, in particular, the crack appears to be growing in at a relatively 
constant angle.  The ratio of the CMOD to the crack extension is shown in the last column.  (The 
crack opening angle is actually the same as the ratio itself, for these small angles.)  For the 
attachment specimens, the crack opening angle is fairly consistent at about 24 percent (about 14 
degrees).  Where the CTOD was measured on a gage length of 5 mm at the point of the original 
fatigue crack tip, the crack opening angle is also shown in terms of this displacement in parentheses.  
For small crack extension, the result is not very consistent.  However, for large crack extension, the 
result is about the same as the result when the CMOD was used.   



3.3   Box-beams with stiffened shell in bending 
 
 As shown in the overall test matrix in Table 3.1, four-point bending tests were performed on 4 
box-beam specimens.  The box-beam specimen was illustrated in Figures 3.2 and 3.3.  Figure 3.3 
shows the details incorporated into the specimen and Figure 3.2 shows overall specimen 
dimensions.  All of these box specimens were constructed of HSLA-80 material.  The specimens 
were tested in four point bending with a 7620 mm long span and a 1524 mm short span.  Load was 
applied using a Baldwin 22 MN hydraulic testing machine.  The test setup is shown in Figure 3.16a.  
The box-beams were instrumented and tested according to the procedures used for the I-beams as 
discussed above.  Strain gages were placed at cross sections approximately 450 mm from the crack 
location to verify bending stresses.  Clip gages were used to measure deflections at the crack mouth 
and, where possible, the CTOD5 at the original crack tip.  Clip gage and strain gage instrumentation 
are shown in Figure 3.16b.  Precrack geometries for each box specimen are shown in Figure 3.17.  
No lateral torsional support was necessary given the inherent stability of the box beam cross section.  
The specimen was loaded in displacement control with a head travel speed of 1.0 mm/min.  Load, 
deflection, and strain data were collected via a data acquisition system while crack length 
measurements were obtained visually at approximately 5 mm increments.  The test was completed 
when the crack extended past the second (middle) flange as shown in Figure 3.18.  Note the intense  
plastic deformation of the second flange after the crack has penetrated through this flange. 
 
 A typical experimental load-deflection curve from a box-beam test is shown in Figure 3.19 for 
box-beam specimen 3.  Experimental load-deflection curves for all 4 box-beam specimens are 
shown in Appendix 3 .  As before, the results of all of the tests are presented in terms of the M/Mp,net 
vs. d/dy, i.e. the applied moment normalized by the collapse moment (the fully-plastic moment on 
the net section) vs. the average load-point displacement normalized by the displacement at yield on 
the gross section.  Note that the M/Mp,net ratio is typically close to or exceeding 1.0, i.e. the 
experimental results correspond closely with the maximum load that would be predicted using the 
fully plastic moment of the net section area of the cracked specimen.  Table 3.7 shows crack 
extension data as a function of applied displacement.  A few of the cracks tended to deviate out of 
the initial plane and sometimes multiple cracks developed on nearby plane.  In Table 3.7, these 
cracks were idealized as a crack equal to the projection of all cracks on a single plane. 
   
 Table 3.8 summarizes the significant results from the box-beam tests.  Note that for a given 
specimen, the depth of the plastic neutral axis decreases as the cracked area increases.  The net 
plastic modulus, the peak load, and moment all decrease with increasing crack area, as expected. 
Aside from specimen 8, the peak load occurs consistently at about 1.6 times the yield displacement, 
which is about the same as the I-beam tests.  Specimen 8 was unique because one of the web cracks 
was already up to the middle flange.  Consequently there was very little crack extension until after 
the crack broke through the middle flange.  Thus, the characteristic decrease in load after d/dy of 1.6 
does not occur for specimen 8.  Specimen 10 is also somewhat different than specimens 3 and 9.  
Specimen 10 had the smallest crack which had not yet penetrated the webs.  Because the load was 
higher, the compression flange on specimen 10 began to buckle locally and only about 10 mm of 
crack extension occurred.  The buckling is shown in Figure 3.20. 
 
 Additional data are shown in Table 3.9 at several points on the load displacement curve besides 
peak load, for specimens for which these data were available.  Specimen 10 was interrupted by the 



buckling before tearing significantly. Data are shown for a point where the crack extension was 
about one web thickness or 10 mm, which for specimens 3 and 9 occurs just before the peak load.  
Data on the descending branch of the load-displacement curve at the point where the bottom flange 
was completely fractured, at the point where the cracks had grown up to the middle flange, and at 
the point where the cracks had broken through the middle flange, which generally resulted in a 
sudden and significant load drop.  
 
 Note that specimens 3 and 9 are very consistent in the displacements at which these events 
occur, despite having quite different initial crack sizes.  Therefore, the load displacement curve for 
these two specimens are nearly the same. Figure 3.21 shows the superposed load-displacement 
curves for all four specimens.  Again, as in the case of the I-beam specimens, the results are fairly 
consistent when normalized.  However, there is a noticeable difference in the normalized load-
displacement curves for specimens 10 (which had the small flange crack and failed by buckling 
rather than crack extension) and specimen 8 (the very deep crack).   
 
 Table 3.9 shows that the relative increase in CMOD is about the same as the relative increase in 
the d/dy. As in the case of the I beams, all of the displacements are increasing in proportion to one 
another.  Table 3.9 also shows the crack extension at the various points along the load deformation 
curve.  Note that the crack extension increases relatively in proportion to the displacements as well.  
As the crack propagates across the flange, i.e. up to point C, the crack opening angle is about 12 to 
18 percent.  As the crack grows up the webs, the crack opening angle increases to between 17 and 
22 percent.    



3.4  Cope-hole and CCT specimens in tension 
 
 As shown in the overall test matrix of Table 3.1, tension experiments were performed on 12 
cope-hole specimens and 7 similar center-cracked tension (CCT) specimens without welds and 
stiffeners.  Six of the cope-hole specimens and one of the CCT specimens were made from each of 
the 9 mm thick HSLA-80 and EH36 plates.  As part of a limited quick look at some other materials, 
several CCT tests were also performed on a 13 mm thick HSLA-80 plate and a two thicknesses of 
ordinary ASTM A36 structural steel. 
 
 There is a 6 mm (0.25 in.) distance from the edge of the cope hole to the toe of the fillet weld 
which was wrapped around (boxed) and terminated on the opposite side of the stiffener.  The 
stiffener was placed so that the initial notch is right at the termination of the fillet welds at the edge 
of the cope hole.  This is the typical location for these cracks at cope hole details in service, e.g. on 
the bottoms of single-hull tankers as shown in Figure 2.6.    
 
 Three of the specimens were tested with a stiffener on one side which was the originally-
planned design.  This arrangement is shown in Figure 3.5a. The rotation in these tests about the 
horizontal centerline was greater than anticipated and confounded the displacement measurements.  
Also, the objective of these tests was to have pure tension.  Therefore, the remaining 9 cope-hole 
specimens were modified with a stiffener on both sides.  This configuration is shown in Figure 
3.22b.  Note that this configuration remains in uniaxial tension regardless of the crack extension.  A 
summary of the details of the 12 cope-hole specimens and the 7 CCT specimens is shown in Table 
3.10. 
 
 The cope-hole specimens were loaded using a clevis-pin arrangement and the CCT specimens 
were loaded using wedge grips. Otherwise the CCT specimens were instrumented identically to the 
cope-hole specimens and were tested according to the same procedures. Displacement for both the 
cope-hole and CCT specimens was measured over a 460 mm gage length using an LVDT. All 
specimens were loaded in displacement control at a rate of 0.5 mm/min.  The test setup is shown in 
Figure 3.22a.  Clip gages were used to measure displacements at the crack tip and crack mouth.  
Strain gages were used to verify strains with those predicted by the finite element models described 
in Section 4.3.  The instrumentation is shown in Figure 3.22b.  Crack extension measurements were 
obtained visually at approximately 5 mm increments.  
 
 Table 3.10 shows the results from the tests in terms of the maximum load and displacement over 
a 460 mm gage length.  (The displacement data for the first three tests with one stiffener were not 
useable due to the rotation as explained above.)  The first pair of tests, with EH-36 steel, were 
intended to compare the behavior of precracked specimens to specimens cut with a jeweler's saw.  
As shown in the table, the difference in the results is minimal.  There was no significant difference 
between the entire load-deformation curves of the two specimens.  The lack of significance of the 
precracking was expected due to the ductility of this EH36 steel and the HSLA-80.  Even in the case 
of precracking, there is considerable blunting of the crack tip before tearing which makes the results 
indiscernible from the results of sawcut specimens.  Therefore, the remaining cope-hole tests were 
performed using the fine jewelers sawcut ( with a width of 0.2 mm) in lieu of precracking.   
 



  For these specimens loaded in tension, the collapse load, Pf, is based on the flow stress times the 
net section area. The flow stress is the average between yield and ultimate engineering stress, which 
is 650 MPa for the HSLA-80 steel and 470 MPa for the EH-36 steel.   For the bending specimens, 
the yield strength rather than the flow stress was used to compute the collapse loads.  The difference 
is because the bending collapse load is idealized for the fully-yielded cross-section, which is never 
actually achieved.  Not counting the strain hardening in the bending collapse load compensates for 
this idealization.  In the tension specimens, there is no idealization to compensate for, therefore the 
strain hardening can be included in the calculated collapse load.   
 
 The net section is the section comprised of the remaining ligament of the cracked shell plate and 
the smallest net section at the top of the semicircular cope hole opening, even though the cross 
section at the top of the cope hole is not exactly coplanar with the crack plane.  As shown in Table 
3.12, the experimental result in terms of the percentage of the nominal net-section collapse load is 
lower for the HSLA-80 than for the EH-36 specimens.  This reflects the strain hardening of the EH-
36 material, which allows the load to slightly exceed that computed based on the flow stress. 
 
 Experimental load-displacement curves for the CCT specimens are shown in Figure 3.23.  Two 
of the specimens in Figure 3.23 for the 9 mm thick HSLA-80 and EH-36 steel plates are examined 
in greater detail in Figures 3.24 through 3.27.  In Figure 3.24, the load-displcaement curves for these 
two specimens are normalized by the collapse load and yield deflection.  As is typical of all of these 
CCT specimens, both specimens were able to reach their collapse load before stable tearing initiated 
(the descending branch of the load-deflection curve). Figures 3.25 shows the experimental crack 
length as a function of displacement for both of these CCT specimens.   
 
 As shown in the Figures 3.23 and 3.24, the EH-36 material was able to develop a long plateau 
after yielding and extend to over 1.5 times the maximum displacement of the HSLA-80 material.  
The effect of Y/T ratio of the steel on ductility was discussed in Section 1.  The relatively high 
strain hardening of the EH-36 steel enables the load carried by the net section to eventually exceed 
the yield load for the gross section, leading to extensive plasticity and large overall elongation. 
Figure 3.25 shows that this displacement occurs prior to significant crack extension.  This desirable 
behavior can only occur if the Y/T ratio of the steel is less than the ratio of net-to-gross area, since if 
the net area reaches the tensile strength the specimen will fracture before reaching the yield stress on 
the gross area.   As shown in Table 3.10, the net-to-gross-area ratio for these specimens was 83 
percent which is between the Y/T of the EH-36 steel (0.76) and the HSLA-80 steel (0.88). 
Therefore, only the EH-36 steel exhibits gross-section yielding. 
 
 The EH-36 material was able to extend significantly further than the HSLA-80 material before 
tearing initiated.   This result is interesting because the HSLA-80 steel has almost twice the 
toughness  (Jc) as the EH-36 steel, as described in section 3.1.2.  Once tearing initiated, however, 
both materials behaved with the same normalized load, normalized deflection, and crack length 
relationship.   
 
  Further evidence of this simple principle relating the Y/T and the ratio of net-to-gross area is 
that the HSLA-80 steel, which appears non-ductile in Figure 3.24, can also be made exhibit a ductile 
plateau if the ratio of net-to-gross area is small enough.  For example, refer to the result in Figure 
3.23 for the 13 mm thick HSLA-80 plate with the total crack length (2a) of only 13 mm, giving a 



ratio of net-to-gross area of 92 percent, slightly above the material Y/T of 0.88.  The same thickness 
HSLA-80 plate with the 76 mm crack exhibits only limited ductility, as did the 9 mm thick plate 
with the 25 mm crack discussed above.   
 
 The same effect occurs with an ordinary ASTM A36 structural steel.  The two curves in Figure 
3.23 with the smallest loads are tests on a 6 mm thick A36 steel CCT specimen (152 mm wide) with 
crack lengths (2a) of 13 mm and 76 mm.  The Y/T of this material is between the net-to-gross area 
ratios of 50 and 92 percent, and therefore the specimen with the 13 mm crack exhibits a ductile 
plateau. This A36 steel does not have any particular Charpy specification and would therefore be 
expected to be representative of the lower bound toughness for typical structural steel.  Yet, depite 
the minimal toughness, this steel can still exhibit a ductile plateau for large net-to-gross area ratios. 
In a ship with a large cross section, a small fatigue crack less than a meter in length would represent 
a very small percentage of the total cross section.  So this type of ductile behavior would be 
expected in a ship if the Y/T ratio were reasonably low. 
 
 The net-to-gross-area ratio for these specimens was greater than for any of the other experiments 
on cope-hole specimens, I-beam specimens, or box-beam specimens.  Therefore, none of these other 
experiments developed GSY.   
 
 Figure 3.26 shows the experimental crack opening displacement.(COD) data as a function of 
displacement on the 460 mm gage length for the 9 mm thick HSLA-80 and EH-36 CCT specimens.  
It can be seen that both curves are linear and of the same slope.  For the HSLA-80 steel, it appears 
that essentially all of the displacement, except the elastic part of the displacement, is concentrated in 
the crack plane.  For the EH-36 steel, after the first 14 mm of displacement that occurs in the gross 
section, the remaining displacement that occurs after significant crack extension is concentrated 
primarily in the crack plane.  After some crack extension, the net-to-gross area ratio decreases to a 
level below the Y/T of the steel, ending the GSY. 



 Figure 3.27 shows the crack length plotted in terms of the COD.  The curves for each material in 
this figure are practically identical.  Note that the slope of these lines is equivalent to the crack 
opening angle (COA) in radian.  As shown in the figure, the COA is approximately 24 percent 
radian, which is in agreement with the COA in the I-beam and box-beam specimens in the latter 
stages of crack propagation, and is also approximately in agreement with the tearing modulus as 
explained in Section 3.1.2 above. 
 
 Since there is a constant shift in the crack length vs displacement data but not in the crack length 
vs COD data, it is evident that the extra ductility of the EH-36 specimen resulted from overall 
elongation of the specimen away from the reduced cross section.  The strain-hardening of the EH-36 
material tends to spread the plastic strain over a greater area while the low strain hardening of the 
HSLA-80 material tends to localize strain  at the reduced cross section.  
 
 Also note in Figure 3.23 that the slopes of the descending branches of the load deflection curves 
are essentially the same.  The load as a function of crack length for the entire descending branch of 
these curves was equal to the limit load, i.e., the load was equal to the flow stress times the 
remaining cross sectional area of the specimen.   Since the crack extension rate is approximately the 
same in both specimens as shown in Figure 3.25, the area is changing at the same rate and thus the 
load is changing at the same rate. 
 
 Typical experimental load-displacement curves for a HSLA-80 and an EH-36 cope-hole 
specimen are shown in Figure 3.28 and 3.29  Load-displacement data for all cope-hole specimens 
are shown in Appendix 4.  In Figure 3.29, after about 13 mm of displacement, the crack had 
propagated through the plate and all that remained of the specimen was the stiffeners.  At this point 
the load developed a plateau at about 450 kN.  This plateau corresponds approximately to the 
ultimate strength times the remaining area of the stiffeners.  This demonstrates the advantage of 
redundancy of a stiffener which bridges over a crack.   
 
 The load-displacement curves for the replicate HSLA-80 specimens 4,  5, and  6 are superposed 
in Figure 3.30.  For this steel there is much greater variability in the load displacement curves 
among replicate specimens. The level of agreement between the replicate tests exhibited in Figure 
3.30 can serve as a benchmark for the level of agreement between experiment and analysis.  In other 
words, this level of variability is as good as can be expected from any predictive analysis.  The 
difference can be seen in the variation of the peak loads which are shown in Table 3.10.  The load 
displacement curves decrease at about the same rate in the descending branch of the curve, however.  
In fact, the descending branch does not seem to be strongly dependent on the initial crack size.   
 
 Note that the HSLA-80 tests do not develop the same elongation as the EH36 tests and do not 
exhibit the plateau.  For the EH-36 specimens, the crack was able to extend the entire width of the 
baseplate without breaking the stiffeners.  This is shown in Figure 3.31a. The stiffeners on the 
HSLA-80 specimens broke before the crack extended completely to the ends  of the baseplate as 
shown in Figure 3.31b.   Table 3.10 also shows a reduced displacement at peak load (the onset of 
strain localization) and reduced final displacement for the HSLA-80 steel specimens.  Apparently 
the ductility of the HSLA-80 stiffeners was much less than the ductility of the stiffeners made from 
EH36 steel.  
 



 Another way of looking at this is that the ductility of the plate with 50 mm and 76 mm crack 
lengths is greater than the ductility that can be expected from typical (uncracked) details such as a 
cope hole.  However, the ductility of both the stiffeners and the cracked shell was much greater for 
the EH-36 steel. So the HSLA-80 steel would be expected to exhibit poorer overall ductility even 
for an uncracked ship structure.   
 
 It appears the ductility is more significantly affected by the yield-to-tensile-strength ratio (Y/T) 
than the fracture toughness.  Strain hardening acts to spread the extent of the plastic zones which 
increases the length over which plastic strain occurs and increases overall elongation. The lack of 
strain hardening in the HSLA-80 facilitates localization of the strain and necking of the stiffener at 
lower values of overall elongation.  
 
 Table 3.11 shows some results at several stages during the tests. As was the case for the bending 
experiment, all the displacement quantities appear to increase proportionally. For example, Figure 
3.32 shows the CTOD5 and the overall displacement increase in proportion after about 1 mm of 
displacement (the elastic part). In fact, the plastic part of displacement is about equal to the CTOD5, 
which means that all the displacement is coming from the crack plane. Figure 3.32 shows that this 
relationship is constant for all specimens, materials, and crack lengths.  This can be contrasted to the 
behavior shown in Figure 3.26 for the CCT specimen where the two materials with the same initial 
crack sizes exhibit a constant shift in the COD vs deflection curves.  The reason for this difference 
was explained above in terms of the ratio of net to gross area.  As shown in Table 3.10, the net-to-
gross-area ratio for the EH-36 CCT specimen is greater than the Y/T ratio of the EH-36 material, 
while the net-to-gross-area ratio for the cope-hole specimens is less than the Y/T ratio of the EH-36 
material.   
 
 Table 3.11 also shows an estimate of the crack-opening angle (COA), which was found by 
taking the rate of change of the CTOD5 and crack length. This COA is similar for both materials 
and is comparable to the COA determined in this manner from the bending tests (shown in the 
Tables 3.6 and 3.9).  The COA can also be inferred from a plot of the displacement vs. crack length.  
Figures 3.33 and 3.34 show such plots for the 50 mm and 76 mm initial crack sizes (2a). The COA 
which was estimated from the slope of these curves is 23 percent radian from both initial crack 
sizes.  This COA is approximately the same as in all of the other specimens (see Figure 3.25  and 
Tables 3.6 and 3.9 for example) and is consistent with the measured tearing modulus as explained in 
Section 3.1.2.  The slope of these curves does not seem to be consistently affected by the material or 
the crack size.   
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4.0 ANALYSES OF EXPERIMENTS 
 A variety of ductile-fracture models were evaluated for their ease of use, range of applicability, 
and accuracy. Among the ductile fracture models evaluated were the various levels of analysis of 
British Standards Institution published document PD 6493:1991: "Guidance on the Methods for 
Assessing the Acceptability of Flaws in Fusion Welded Structures".  PD 6493 allows the fracture 
toughness to be defined as KIc, CTOD, or Jc.  Thus any test method or ductile-fracture parameter can 
be used in conjunction with PD 6493.  This document incorporates what was previously referred to 
as the "CTOD design curve" and the "CEGB R6 method" [4.1]. The CEGB R6 method continues as 
a document specifically suited to assessment of pressure vessels [4.2], but the general aspects of the 
R6 method have been incorporated into PD 6493.  The unique aspects of the R6 method and the 
ASME Boiler and Pressure Vessel Code, methods which are suited specifically for pressure vessels, 
are not applicable to ductile fracture in relatively thin plates (i.e. less than 51 mm thick)  and will 
therefore not be reviewed here. 
 
 The accuracy of the ductile-fracture models was evaluated by attempting to predict the results of 
the experiments described in the previous section.  In addition to the basic ductile-fracture models, 
there are significant issues that are separable from and germane to all fracture models, e.g. how to 
deal with residual stress, stress concentrations, etc. As discussed in this section, several assumptions 
must be made with regarding these issues in order to get accurate predictions.  The original 
predictions of the first few tests, based on strict interpretation of PD 6493, were conservative by up 
to 60 percent. Results that are not very accurate, but are at least conservative, may be the best that 
can be expected if predictions are made about structures which are significantly different than the 
knowledge base behind the assessment procedures. This level of accuracy would have been 
obtained on all the experiments if all the predictions had been made before any of the experiments. 
This is a good example of why such extrapolations from the knowledge base should never be made 
without some full-scale testing for validation. 
 
 It turns out that most of the error was attributable to the assumptions regarding germane issues 
such as residual stress. It is concluded that these assumptions have a much larger effect on the 
accuracy of the predictions than the choice of ductile fracture model.  The assumptions and 
procedures were fine tuned after two or three experiments. The revised assumptions are justifiable 
and may even have been immediately apparent to a more experienced analyst. When these same 
assumptions were consistently applied to subsequent experiments, good pre-test predictions were 
obtained. It is concluded that these assumptions are sufficiently well validated that they can now be 
applied generally to ship structure that is similar to the structural elements that were tested. 
Guidelines are summarized in Section 5 that are based on these revised assumptions and procedures, 
along with recommended ductile fracture model. 
  
 Therefore, the "pre-test" predictions reported in this section were influenced by the fine-tuning 
that took place in the first few experiments.  The accuracy of these predictions  is much better than 
the accuracy that could be expected had no experiments been done. Also, the actual crack size 
(determined after fracturing) is not always consistent with the originally-postulated crack size 
(determined by dye-penetrant testing). Therefore, some inaccuracy in the pre-test predictions was 
due to error in the estimated crack size. Therefore, "postdictions" (after the tests, using actual crack 
sizes) are more useful for evaluating the relative accuracy of ductile fracture models.  
 



 The PD 6493 procedures are well thought out, widely applicable, and sufficiently accurate given 
the set of assumptions which was developed for application to ship structural members. However, 
the PD 6493 procedures will give an estimate of the failure load or stress, and are not intended for 
predicting the descending branch of the load displacement curve and the associated ductility. In 
those cases where the load-displacement curve must be predicted, additional techniques can be used. 
 
 Predicting the load-displacement curve can be broken down into two separable tasks. First, the 
crack-extension history must be predicted (as a function of applied displacement) and then the load 
at each displacement level can be computed based on the crack size at that displacement level. In 
order to predict crack extension, J-R curve analyses were performed as well as simple kinematic 
models such as a constant crack-opening angle. As discussed in the previous section, after some 
initial crack propagation, the measured crack-opening angle in the large-scale experiments was 
relatively constant for both types of steel and for each type of test specimen.   
 
 Note that a constant crack-opening angle is the same as a constant tearing modulus or slope of 
the J-R curve [4.3].  An assumption must eventually be made regarding the J-R curve at large crack 
extension beyond the capacity of the small compact specimens. For example, in the predictions 
described below, it was assumed that the J-R curve had a constant tearing modulus for large crack 
extension based on a line fit to an extended J-R curve plotted out to 15 mm of crack extension.   
 
 For the J-R curve approach, the applied J in the experiments was calculated using finite-element 
analysis as well as several estimation schemes, including the "EPRI-GE Handbook" [4.4-4.7], the 
GKSS "Engineering Treatment Model" [4.8,4.9], and other reference stress approaches [4.10].  
 
 Given a crack extension history, predicting the load turns out to be relatively straightforward. 
For these high-toughness steels, the load is always the limit load for the cracked section, which can 
be calculated using simple hand calculations.  Finite-element analyses and Landes' normalization 
method [4.11-4.12] were also evaluated as ways to calculate the load history given the crack 
extension history. 



4.1 PD 6493 calculations 
 
 The wide acceptance of fracture mechanics assessment has been facilitated by the British 
Standards Institution published document PD 6493: "Guidance on the Methods for Assessing the 
Acceptability of Flaws in Fusion Welded Structures". PD 6493 was first published in 1980 and 
incorporated the CTOD design curve as the fracture model which included both brittle and ductile 
fracture modes.  The equation for the CTOD design curve, for εf / εy > 0.5,  is: 
 

 
where: εf is the failure strain correponding to ductile fracture; 
  εy is the yield strain; 
  CTOD is the fracture toughness; 
and,  a  is a through thickness crack length or an equivalent crack length. 
 
 The definition of "failure strain" in the original PD6493 corresponded to the nominal overall-
gage-length strain at rupture in wide-plate tests conducted under displacment control. In this 
context, the initiation of ductile crack extension may occur prior to failure. PD 6493 was relatively 
easy to use and provided extensive guidance on how to idealize irregularly-shaped flaws in terms of 
an equivalent crack length and how to treat residual stress, misalignment and other stress 
concentrations, as well as other problems associated with welded joints.  
 
 In 1991, PD 6493 was substantially revised, including the CEGB R6 methods and generalizing 
the crack driving force to include K and J as well as CTOD [4.1].  Although these changes made the 
PD 6493 more inclusive and hence more widely applicable, it also made the document significantly 
more difficult to understand and apply. However, the previous simplified procedures using the 
CTOD design curve are still included, and it is possible to still use PD 6493 in the same way as the 
1980 version.  The reliability of the assessment procedures in PD 6493 has been established by an 
extensive series of large-scale wide-plate tests and more than 15 years of experience and further 
development.  
 
 Another major revision of PD 6493 is due out in 1996 and Garwood and Phaal have described 
the proposed changes [4.13]. A major emphasis of the revisions (which is certainly welcomed) has 
been to increase the readability and usability, e.g. by providing flow diagrams for the fracture 
assessment procedures. Additional appendices have been added to give particular industrial 
applications (one is for offshore structures), more guidance on residual stress, and more solutions 
for stress-intensity factor and limit loads. After trying to apply PD 6493 to ship structures, it is clear 
that a special appendix for application to ships also would be a good idea.  The guidelines presented 
herein can serve as a preliminary basis for such an appendix.  
 
 The fracture model in PD 6493 is in the form of failure assessment diagrams (FAD).  These 
diagrams consist of a failure assessment curve (FAC) that represents the ultimate state of a cracked 
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member and one or more failure assessment points (FAP) that represent the current state of the 
cracked member.  There are three levels of assessment.  The first level uses a simplified stress 
distribution and a failure curve based on the CTOD design curve.  This level is intended to be a 
"screening" level and is very conservative.  The second level uses a more accurate stress distribution 
and a failure curve based on a strip-yield model (Dugdale model) assuming an elastic-perfectly 
plastic material. A level 1 and a level 2 FAD are shown in Figure 4.1.  The level 3 FAD will be 
discussed later. 
 
 The failure assessment diagrams used in PD 6493 are constructed with the collapse ratio, Sr, on 
the abscissa and the stress intensity ratio, Kr, on the ordinate axis.  Sr is defined as the ratio of the 
load or bending moment on the net-section of a cracked member to the load or bending moment on 
that net-section at plastic collapse. For tension loading, this ratio is the same as the ratio of the 
nominal net-section stress to the flow stress. For bending, however, because the load increase is 
partly due to spreading of yielding across the section (as shown in Figure 1.1) as well as increases in 
the stress, the collapse ratio cannot be related to a stress ratio.   
 
 Kr for the FAC is the ratio of the elastic component of crack driving force to the total crack 
driving force (sum of elastic and plastic components). The crack driving force ratio is expressed in 
terms of K (Equation 2-1).  If J or CTOD is to be used, they are related to K as in Equations 2-3 and 
2-5, i.e. Kr is the square root of the ratio of the elastic part of J or CTOD to the total J or CTOD.  
Because only the elastic component of the crack driving force is required, the analysis of the 
cracked structure can be based on linear elastic analysis and the stress intensity factor, K. This is a 
tremendous simplification relative to calculating the applied J or CTOD in a complex component. K 
can usually be calculated from a handbook solution, whereas calculating an applied J or CTOD 
typically requires detailed finite-element analysis.  The decrease in the tolerable Kr for Sr increasing 
beyond 0.4 in the FAC represents the compensation for using the elastic K analysis when in fact the 
driving force would be much higher as large-scale yielding takes place under a fixed load.  
 
 The two vectors labelled "flange crack" and "web crack" in Figure 4.1 represent a locus of FAPs 
for two ends of crack in an I beam specimen.  Kr for the FAP is the ratio of the elastic component of 
crack driving force to the fracture toughness. PD 6493 allows the fracture toughness to be defined as 
KIc, CTOD, or Jc, but just as in the case of the FAC, if K units are not used, the Kr coordinate is the 
square root of Jel/Jc or CTODel/CTODc  PD 6493 even provides a correlation of KIc to CVN, albeit 
as different one than Equation 2-2.  For a known crack tip location and stress at that location, Kr and 
Sr are calculated and the resulting point is plotted on the failure assessment diagram.   A FAP which 
lies within the FAC is safe, while a FAP outside the FAC may possibly fail. 
 
 In the context of the FAD, failure has a different definition than in the 1980 version of PD 6493.  
For low values of Sr, the FAD implies failure due to initiaion of crack extension.  For low values of 
Kr, the FAD implies failure due to the attainment of the limit load, which is not related to the 
initiation of crack extension, and may occur prior to or after crack initiaion. For conditions of high 
Kr and Sr, the definition of failure is a mixture of these two extreme cases.  Note that failure due to 
attainment of the limit load implies load-control boundary conditions.  In the event of displacment-
control conditions, such as most highly redundant striuctures such as ship structures, the attainment 
of limit load is a very conservative defintiion of failure since there is considerable residual load 
capacity and much greater displacement capacity.  



 
 A locus of FAPs such as shown in Figure 4.1 is constructed for a given weld flaw or crack by 
incrementing the applied load.  The predicted failure load for a particular end of the crack is the load 
where the FAP vector associated with that crack end crosses the FAC. In the case of failure by 
ductile tearing, "failure" implies the onset of tearing or plastic collapse.  If there is a fixed load as in 
a very compliant structure, this will result in catastrophic failure.  However, if there is a fixed 
displacement (i.e. loading is under displacement control), as in the experiments and in most stiff 
redundant structures, then there is considerable additional ductile tearing before the structural 
member is actually broken.  In the case of a two-ended crack, the lower of the two predicted loads 
would be the predicted failure load, in this case at a moment of about 88 percent of Mp,net.   
 
 There is no inherent factor of safety if the level 2 FAC is used for this prediction, although 
conservative values of the fracture toughness and yield strength may introduce some safety.  
Appendix A of PD 6493:1991 suggests that the fracture toughness used in an assessment be the 
lowest of at least three tests or the mean minus one standard deviation of a larger sample.   
 
  It is the tensile properties, more than the fracture toughness, which determines the maximum 
load capacity for ductile fracture.  As shown in Section 3.1.1, the tensile properties of HSLA-80 
vary as much as ±7 percent.  TMCP steels also exhibit higher variability.  Yet the number of tensile 
tests required to estimate the yield stress is not discussed in PD 6493:1991.  This is an unfortunate 
oversight, because it is not clear if mean values should be used or lower bound values as in the case 
of the fracture toughness.  In some cases, when test data are is not available, the minimum specified 
yield strength (MSYS) could be used, but the ramifications of this on safety factors are not 
discussed.   
 
 Partial safety factors are suggested in Appendix A of PD 6493:1991 for the stress, flaw size, and 
fracture toughness (which is the lowest of at least three tests).  Two partial safety factors are given 
for each in accordance with the consequences of failure.  If the failure would have moderate 
consequences, safety factors of about 1.0 are used.  For severe consequences of failure, safety 
factors up to 1.6 on stress, 1.4 on flaw size, and 1.4 on fracture toughness.  Lower safety factors are 
allowed if there is a known lower variability in these quantities.  
 
 The level 1 FAD consists of a limit on Kr equal to 0.707, which is equivalent to a factor of safety 
of 1.4 on K which is equivalent to a factor of safety of 2.0 on crack length.  The level 1 FAD also 
has a limit of 0.8 on the collapse ratio, which represents a lower factor of safety (1.25) for the more 
desireable collapse failure mode. These built-in safety factors are somewhere between the safety 
factors for moderate and severe consequences for level 2 and 3.  The safety factors based on 
consequences in level 2 and 3 seem more reasonable for ship structure where there is often a big 
difference in the criticality of various members.  The safety factors are about the same as used in 
strength design and should be reasonably consistent with the reliability anticipated for strength 
design.  For the purposes of comparison with the experiments in this report, we will use lower 
bound estimates of the yield strength and fracture toughness with no additional safety factors which 
would obscure the accuracy.   
 
 PD 6493 was developed to treat flaws in plates, primarily small surface cracks or buried internal 
flaws.  Therefore, the definition of collapse has been the local collapse of the remaining ligament 



between the edge of the flaw and the edge of the plate. Note that this definition of collapse is not the 
same as the limit-load of the structure, because the part of the plate experiencing local collapse can 
shed load to nearby parts of the plate which have yet to fully yield, increasing substantially the load-
carrying capacity of the structure.  PD 6493 recommends the use of the flow stress to compute the 
limit load in tension or bending.  
 
 The application of PD6493 to through cracks in tension, as in the cope hole and CCT 
experiments, is relatively straightforward.  To define Sr for the cope-hole specimens, the applied 
tensile load was normalized by the limit load of the net section (including the stiffener) calculated 
using the flow stress as recommended in PD 6493.  Using a stress greater than the yield stress for 
tension on the net section is consistent with structural engineering procedures for limit-state strength 
design of tension members.  
 
 However, the application to the through cracks in the complex structural members was less 
clear.  First of all, there are several possible definitions of collapse to consider: 
 1) local collapse in the ligament adjacent to the flaw (the definition of collapse intended by PD 

6493); 
 2) net-section collapse in which the structural member containing the flaw collapses as 

illustrated in Figure 4.2;  and,  
 3) gross-section collapse in which the entire structure fails due to excessive plastic straining and 

is not necessarily influenced by the flaw, as was illustrated in Figure 1.1. 
 
 Several of the specimens tested had shallow surface cracks at the toe of the attachment welds 
which had not completely penetrated the flange.  This situation is similar to the surface cracks in 
plates which is the primary emphasis in PD 6493.  Figure 4.3 shows a case of a long surface crack 
with a depth equal to about 60 percent of the thickness of the flange plate.  The flange could be 
treated as a cracked plate essentially in tension, since the bending stress gradient was not significant 
through the thickness of the flange plate. In this case, shown in Figure 4.3a, local collapse by the 
first definition would consider the stress in the remaining 40 percent of the thickness (the ligament). 
This gave a result which was far too conservative, predicting failure at a bending moment which 
was 30 percent or less of the ultimate bending moment of the cracked beam.    
 
 Alternatively, the crack can be considered in the context of the overall structural member. In this 
case, shown in Figure 4.3b, the "plate thickness B" is taken as the overall depth of the beam, and the 
stress is considered as bending stress rather than tension stress in the flange alone.  This treatment of 
the crack uses the second definition of collapse, i.e. collapse of the structural member, which is what 
was being measured in the experiments. Choosing B equal to the full depth of the member had other 
ramifications as well, for example it reduced the finite-width correction on the stress-intensity factor 
which was significant when the thickness was taken as the thickness of the flange plate.  In general,  
taking the thickness equal to the overall depth of the member led to much improved predictions of 
the ultimate bending moment.   
 
 Although collapse of the structure, i.e. the third definition of collapse, is what is really 
significant with respect to the structure, it is probably prudent to assess flaws on their effect on the 
structural member alone (i.e. the second definition).  If necessary, a global structural analysis can be 
used to determine what effect loss of this structural member may have on the overall structure.  



Therefore, for ductile fracture of complex structural members, the second definition of collapse, as 
illustrated in Figure 4.2, is most appropriate.  However, this is not the same definition of collapse 
inherent in PD 6493:1991.  Garwood and Phaal indicate that there will be expanded discussion of 
various collapse modes and their implications in the 1996 revised PD 6493.   
 
 In the context of the first definition of collapse, local ligament collapse, PD 6493 recommends 
that bending limit loads be computed using the flow stress.  While this might be conservative for 
local ligament collapse, it is not conservative with respect to collapse of a structural member. For 
example, in structural engineering the limit-state for bending strength is the plastic moment which is 
the product of the plastic section modulus and the yield stress. It will be shown that better agreement 
with the bending experiments was obtained using the yield stress rather than the flow stress in the 
denominator of Sr.  Therefore, it is slightly unconservative to use the flow stress for plastic collapse 
of a structural member, while it would be very conservative to use the local ligament collapse. even 
based on the flow stress.  In the analyses reported below, to define Sr for the I-beam and box-beam 
specimens, the applied bending moment was normalized by the fully-plastic bending moment 
(based on the net cross-section of the cracked section of the beam) using the yield stress.  This 
definition of Sr  is recommended for ship structural members loaded primarily in bending, whereas 
the flow stress may be used for ship structural members loaded primarily in tension.  Most ship 
structural members are loaded primarily in tension due to the large depth of the hull girder relative 
to the depth of the member and the associated small stress and strain gradients across the member.  
 
 Structural engineers use the yield stress to compute the limit load in bending because the 
slightly unconservative assumption of rectangular stress blocks is made (see Figure 4.2).  This 
assumption is unconservative because there is an elastic region close to the neutral axis until 
infinitely large rotations are applied.  Therefore, ignoring the beneficial effect of the hardening 
compensates for the error in assuming rectangular stress blocks. No such error must be compensated 
for in tension, so it is more appropriate to use the flow stress.  In the case of the EH-36, using the 
yield stress as opposed to the flow stress would decrease the predicted load by 14 percent as will be 
discussed below.  The difference would be even less for the HSLA-80 steel.  This added 
conservatism compensates partly for the more liberal definition of collapse being used to assess 
these experiments. 
 
 Example calculations of the stress intensity factors for the I-beam, box-beam, and cope-hole 
specimens are shown in Appendix 5. To determine Kr for the through-thickness cracks in cope-hole 
specimens, the stress intensity factor at the crack tip was determined using a handbook solution for a 
stiffened sheet [4.14]. This solution is similar to the solution for a center-cracked tension panel 
except it provides for the closure force of the stiffener bridging the crack.  
 
 Analytical stress-intensity factor solutions for the complex crack geometries encountered in the 
bending specimens do not currently appear in the literature. To determine Kr for the I-beam and 
box-beam specimens, the stress intensity factor at each crack tip in the specimen was approximated 
by treating the beam section as a monolithic block and using an equivalent semi-elliptical or 
quarter-elliptical surface crack solution.  This idealization is illustrated in Figure 4.4.  The idealized 
model for a multi-ended crack can be summarized as follows: 
 1) The cross section is idealized as a solid rectangular bar of dimensions equal to the outermost 

extremities of the cross section.      



 2) The crack is idealized as an elliptical surface crack in the idealized monolithic bar.  The edges 
of the surface crack coincide with the ends of the multi-ended crack.  The surface crack is 
subjected to the same nominal bending stress with the same neutral axis.  

 3) The stress-intensity factors at various ends of the multi-ended crack are approximately equal 
to the stress-intensity factors for the corresponding point on the hypothetical surface crack.   

There is a free surface at the plate surfaces at the ends of these cracks whereas the idealized surface 
crack does not account for the presense of these free surfaces. Nevertheless, finite-element analyses 
have shown that these surface crack idealizations for the three-ended crack are typically accurate to 
within five percent [4.15].  This good agreement despite the free surfaces (among other 
simplifications) could be because the free surfaces are not unrestrained, e.g. as is the mouth of an 
edge crack when contrasted to a center crack of the same half length. Actually, in the multi-ended 
cracks, the crack is restrained by the ligaments at the other crack tips, therefore the free surfaces are 
not that significant. 
 
 Figure 4.5 shows the idealization of a two-ended crack as a quarter-elliptical crack, commonly 
referred to as a corner crack.  This is the geometry of the crack in the specimen for which the loci of 
FAPs were shown in Figure 4.1. Crack position 1 is the flange crack.  These cracks occurred at the 
toe of a welded attachment, and the stress concentration factor (SCF) associated with that 
attachment, 1.6, has been applied to the stress to determine Kr for this flange crack. This SCF was 
measured with strain gages at the toe of the weld.  Crack position 2, the web crack, is more distant 
from the toe of the weld, i.e. more than several times the weld leg length away.  Therefore, crack 
position 2 is far enough away from the toe of the attachment weld that the SCF does not influence 
the stress. In the context of structural member collapse, the SCF is not applied in calculating the Sr 
since at collapse all stresses are more or less uniform.  
 
 PD6493 recommends that residual stress be added to the applied stress to obtain the total stress 
to determine Kr. Sr is calculated from the bending moment divided by the net-section plastic 
moment.  Residual stress and other secondary stresses such as thermal stress do not influence the 
plastic moment since secondary stresses are caused by small differences in the elastic strains, which 
are overwhelmed by the large plastic strains at collapse. Formby and Griffiths [4.16] showed that 
residual stress had little effect in the case of ductile fracture. Therefore, PD6493 recemmends that 
residual stresses not be included in Sr. 
 
 For non-ductile fracture at nominal stresses below the yield stress, residual stresses are expected 
to have a significant influence and must be taken into account as recommended by PD6493.  
However, in the case of ductile fracture, Sr typically exceeds 0.8 (e.g. both the web and flange crack 
shown in the FAD in Figure 4.1).  In this case, the nominal stresses also are nearly at or above the 
yield stress. Figure 3.11 showed high plastic strains in a typical ductile fracture experiment, for 
example.  It is concluded from the following analyses that, for ductile fracture only, it is too 
conservative to add the residual stress to obtain a total stress exceeding the yield stress for the 
evaluation of Kr.   
 Neglect of residual stress in both the Kr and Sr terms would be more consistent with the findings 
of Formby and Griffiths [4.16] that residual stress had little effect in the case of ductile fracture. The 
neglect of residual stress in Kr for the special case of Sr greater than 0.8 can be rationalized on the 
same basis as the rationale to neglect residual stress in Sr.  At high plastic strains, the residual 



stresses are overwhelmed as in the case of plastic collapse.  Therefore, it is recommended that for 
the special case of ductile fracture, the effect of residual stress should be ignored. 
 
 For example, there should be large tensile residual stresses at the top of the flange for crack 
position 1 (flange crack) in Figure 4.5.  However, when the residual stress is included in the 
analysis, the vector representing the flange crack in the FAD in Figure 4.1 was offset by an 
increment on the Kr axis.  The resulting predicted maximum load was conservative by as much as 
60 percent.   
  
 The addition of residual stress, and this result, would be appropriate if brittle fracture were the 
anticipated failure mode. Brittle fracture depends more on a single critical initiation site, whereas 
ductile fracture depends more on the average properties across the crack front.  The neglect of 
residual stress can also be rationalized because the magnitude of residual stress decreases with depth 
through the thickness of the plate.  Also, the large crack tends to alleviate the residual stresses by 
reducing the constraint on the weld.   
 
 The level 3 assessment in PD 6493 has several options.  The level 3 material-specific FAC uses 
the true stress-strain curve of the subject material.  A comparison of the material specific level 3 
FACs for both the HSLA-80 and EH-36 steel and the level 2 FAC is shown in Figure 4.6. Level 3 
uses a collapse parameter, Lr, which is like Sr except it is based on the yield stress rather than the 
flow stress.  Actually, as explained above, the level 2 analyses for bending experiments were also 
carried out using Lr rather than Sr, which was a modification of PD 6493 as explained above.   
 
 Considering that the yield strength of each material varies as much as ±7 percent and the 
fracture toughness varies by as much as ±34 percent, it seems that the differences between level 3 
and level 2 are not that significant. This is illustrated by comparing the two material-specific FACs 
for HSLA-80 which are shown in Figure 4.6.  These two HSLA-80 FACs are based on two different 
tensile-test results.  Thus the variation in the level 3 FACs due to variation in tensile properties of a 
specific steel is as large as the difference between the two materials. This finding would justify the 
use of a single FAC for all ship steel.  The level 3 analysis is really intended primarily for high-
strain hardening steels such as stainless steels, where there would be a dramatic difference between 
level 2 and level 3. The second option in level 3 is a general FAC representing typical level 3 
material-specific FAC's for a variety of steels including an elastic-perfectly plastic material. Level 3 
assessment also allows crack extension for ductile tearing, which will be discussed further.  A 
detailed discussion on the background theory for each level can be found in PD 6493. 
 
 The fracture toughness value used to compute Kr was 360 MPa-m1/2 for the HSLA-80 steel and 
260 MPa-m1/2 for the EH-36 steel. These values were computed from the average J-integral values 
taken from several 50 mm C(T) specimens of the same thickness as the specimens as discussed in 
Section 3.1. With the exception of the groove weld specimens, the cracks had grown out of the weld 
metal and into the base metal.  This is the usual situation for large fatigue cracks, which makes 
characterization of the fracture properties of the welds less important. The full-scale groove weld 
specimen tests resulted in brittle fracture at relatively low stress levels. This weld metal was made 
with relatively low toughness intentionally, as explained in Section 3.1. Several compact specimens 
were made with the notch in the weld and J tests were attempted, but these tests did not give reliable 
results.  Based on the reuslts of the full-scale tests, a value of 180 MPa-m1/2 was estimated for this 



weld metal. Becasue these full-scale tests did not exhibit ductile fracture, they are outside the scope 
of this project.  The poor performance of these intentionally poor welds is not representative of the 
performance nortmally expected for welds.  Unfortunately, tests with more typical high-toughness 
weld metal were not performed.  
 
 Pre-test predicted values of maximum load using level 1 and 2 of PD 6493 for most of the I-
beam tests are shown in Table 4.1. The post-test predictions, based on the actual crack length, also 
are given in Table 4.1.  The pre-test and post-test predicted maximum load values are conservative 
compared to experimental results. The pre-test prediction for Specimen A1 is the only 
unconservative exception. The original pretest prediction for Specimen A1 was unconservative 
because the originally-estimated crack size was half of the actual crack size.  The error in the crack 
size estimation was random and not systematic. For example, with the exception of this specimen 
and Specimen A48, the remaining originally-estimated crack sizes were within 10 percent of the 
actual crack sizes. 
 
 Fortunately, the predictions are not very sensitive to the error in crack size. For example, Table 
4.1 shows that this 50 percent error in the crack size for Specimen A1 resulted in only a 20 percent 
change in the predicted failure load (using the level 2 results). This is consistent with Equation (2-
1), which shows that the stress intensity factor is proportional to only the square root of the crack 
size, diluting the impact of variation of crack size. It is concluded from comparing the pre-test and 
post-test analyses that at least for relatively small cracks up to 37 mm long, the estimate of the crack 
size will occasionally be off by ±50 percent.  Therefore, there will occasionally be error in any 
ductile fracture model of at least ±20 percent due to error in the estimated crack size.   
 
 To eliminate this occasional error, and focus on the relative accuracy of the various ductile 
fracture models, the remaining discussion will pertain to post-test analyses, which, perhaps 
improperly, are still called predictions. The post-test predictions were done consistently, i.e. after the 
first few tests there was no fine-tuning of these results on an individual specimen basis to get better 
agreement with the experiments. Therefore, these post-test predictions are still a critical test for the 
ductile fracture models. 
 
 Referring to Table 4.1, the post-test predicted failure loads using the level 2 FAC are all 
conservative and, except for the specimens with groove welds, within 19 percent of the 
experimental data.  The groove welds were made with intentionally poor weld metal which was not 
adequately characterized, and therefore there is even greater difference between analysis and 
experiment. Level 3 analyses are slightly better accuracy, only up to 13 percent variation between 
analysis and experiment for specimens other than the groove welds. However, many of the 
predictions using level 3 were on the unconservative side. This disadvantage, together with 1) the 
fact that variation in the level 3 due to natural variation in tensile properties; and, 2) the fact that 
there is a natural 20 percent error due to variation of the crack size; leads to the conclusion that, for 
typical ship steels, the level 3 does not offer any advantages over level 2 assessment that are 
commensurate with the increased level of effort in the analysis. 
 
 Predicted values of maximum load for each of the box-beam specimens are shown in Table 4.2  
One problem that arose with the analysis of the box sections was how to deal with cracks which 
deviate out of plane and with multiple cracks in different but nearby planes. These odd cracks were 



idealized as a single crack in a single vertical plane which had the dimensions of the projection of 
all nearby cracks on that plane. As shown in the table, the predicted maximum load values were also 
conservative (within 39% of the experimental results). The level of conservatism is larger than was 
the case for the I-beam specimens. Therefore, as the structural complexity and redundancy 
increases, the conservatism of the PD 6493 procedures increases.  The procedures would be 
expected to be even more conservative when applied to the ship hull girder.   
 
 Predicted values of maximum load for the cope-hole specimens are shown in Table 4.3.  As 
shown in the table, the predicted values of maximum load are conservative compared to 
experimental results for both the HSLA-80 and EH-36 materials. For the level 2 analysis, the error 
(i.e. maximum difference between a predicted maximum load and the experimentally measured 
maximum load) is no larger than 10 percent, which is considered excellent.  In fact, by examining 
the variation among replicate specimens such as specimens 4, 5, and 6 for each material, it can be 
seen that the natural variation in these experiments is as large as 10 percent.  The error gets slightly 
worse for the level 3 analysis. The improved accuracy in these analyses of the cope-hole specimens 
relative to the analyses of the I beams and especially the box beams would be expected, considering 
the relative simplicity of the cope-hole specimens. 
 
 Figures 4.7 and 4.8 show the level 3 FAD for each material and show the assessment points for 
both crack sizes.  The Level 3 analyses are supposed to reflect the effect of the strain hardening 
better than the level 2 analyses, since the failure analysis diagram (FAD) is calculated directly from 
the stress strain curve.  However, as was discussed above, Figure 4.6 shows there is not much 
significant difference between the level 3 FADs for these steels and the level 2 FAD (plotted in 
terms of Lr).  Although the experimental results show a greater percentage of limit load for the EH-
36 steel, the Level 3 analysis predicts a lower percentage of limit load for the EH-36 specimens.   
 
 For materials which exhibit ductile tearing such as these steels, the PD6493 currently allows a 
tearing stability analysis to be made which allows for a slightly greater predicted maximum load 
than the conventional analysis based on initiation. The tearing stability analysis requires very 
complex calculations which are explained in Section 4.5 below.  Figure 4.9 shows a typical result 
from I-beam specimen A18.  Because the assessment point is on the collapse part of the FAD for all 
these materials and crack sizes, the point where the tearing curve is tangent to the FAD is not 
significantly greater than the assessment point based on initiation.  The locus of points representing 
the tearing curve will always have the same general shape, i.e. decreasing Kr with slightly increasing 
Sr.  Because of the shape of the tearing curve relative to the collapse part of the FAD, the instability 
analysis is only useful if the fracture load is determined by Kr, i.e. if fracture is predicted to occur at 
applied stresses much less than the yield stress. 
 
 Finally, PD 6493 still allows the CTOD design curve, i.e. Equation (4-1), to be used in its 
original form, without a collapse cutoff on Sr, for cases of displacement control loading.  Equation 
(4-1) can be rearranged for the purposes of predicting the failure strain: 
 
 
 
 Substituting the material properties CTOD and εy for HSLA-80 (0.97 mm, 0.29 percent) and for 
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EH-36 (0.78 mm, 0.20 percent), Equation (4-2) reduces to the following.   For HSLA-80 steel: 

 
For EH-36 steel: 

For the cope-hole specimens with "2a" equal to 76 mm for example, the CTOD design curve would 
give εf / εy > 1.6 for the HSLA-80 and εf / εy > 1.9 for the EH-36. This seems like an improvement 
on the FADs with the cutoff on Sr for collapse.  However, for the box beam specimens, the large 
cracks had an "a" ranging from 45 to 100 mm, which would give εf / εy  ranging from 1.4 to 0.8, 
when in fact the peak load occurred at about εf / εy > 1.6 regardless of crack length.   
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 Also, as in the case of the FAD calculations, residual stresses are supposed to be included.  In 
the case of the CTOD design curve, the εf will include a strain equivalent to the residual stress, 
which would approach εy for the cope hole specimens and the flange crack of the I beam specimens.  
This would leave only a fraction of the yield strain available for the applied primary stresses. 
Therefore, the CTOD design curve does not appear to be very accurate,  although it is conservative.  
For bending, the collapse load does not occur until several times the yield strain anyway, so the 
CTOD design curve is not necessarily more liberal.   
 
 The following conclusions can be drawn from the analyses using PD6493. 
 
1. The level 2 procedures contained in PD 6493 can be used to make conservative and relatively 
accurate predictions of the maximum load prior to onset of stable crack extension for cracked 
structural members.  While it does predict maximum load, PD 6493 cannot predict ductility beyond 
the limit load which may also be needed for an evaluation of structural integrity in the presence of 
large fatigue cracks. 
 
2. Level 3 analysis does not add sufficient accuracy to justify the increase in complexity relative to 
a Level 2 analysis and therefore the Level 3 analysis is not warranted for structural steels such as 
HSLA-80 and EH-36. 
 
3. Tearing instability analysis using PD6493 level 3 is not useful when applied to structures 
undergoing fully-plastic collapse. 
 
4. The CTOD design curve without a cutoff for Sr can give more liberal results that allow for 
several times yield strain under displacement control, however it is not very accurate. 



4.2 Plastic limit-load calculations for propagating cracks 
 
 The I-beam and box beam experiments were analyzed using a basic limit load analysis.  Limit 
load solutions for the C(T) specimen geometry were investigated by Hu and Albrecht [4.17], who 
noted that the ductile specimens were at their limit load as the crack propagated.  In this study, it 
was found that crack extension occurred under fully plastic conditions as predicted by a modified 
Green's solution.  
 
 Limit load solutions for common geometries of test specimens, plates and pipes are discussed in 
a review by Miller [4.18].  The limit load for tension specimens such as the CCT and cope-hole 
specimens is equal to the flow stress times the net area.  The analysis of the I-beam and box-beam 
specimens featured considerably more complex geometries and crack extension paths.  The cracks 
in the I-beams and box-beams were located in the constant moment region of the loading span.  The 
limit load is based on rectangular stress blocks such as shown in Figure 4.2 on the cracked net 
section area.  The rectangular stress block implies elastic-perfectly plastic behavior.     
 
 For each step of crack advancement (as measured during the experiment) the centroid of the 
remaining area was determined and a limit load was calculated.  The limit load was also calculated 
using crack lengths increased and decreased by 5 mm from the experimentally measured values to 
investigate the sensitivity to crack length measurement error (if any) on the calculations.  An 
example of this calculation is shown in Figure 4.10 for I-beam specimen A18 and box-beam 
specimen 3.  At values of d/dy for which there are experimental crack length measurements, there 
are three calculated limit load values.  The upper and lower points correspond to the reduced and 
enlarged crack length measurements, respectively.  As shown in the figure, the predicted values of 
load agrees exceptionally well with both types of experiments.  This calculation worked well for all 
the I-beam and box-beam specimens for which it was applied.  Calculation for several of the I-beam 
and box-beam specimens are shown in Appendix 6.  
 
 The limit load approach provides a simple and accurate method of predicting the specimen's 
remaining load capacity with respect to crack extension.  These calculations were simple enough to 
be performed with a  spreadsheet, and are the type of calculation that can be practically 
implemented with regard to common structural members.  Of course, in order to predict the load-
deformation curve without prior knowledge of crack extension, it is necessary to predict the crack 
extension history correctly.  This is the topic of section 4.5. 



4.3 Finite-element analysis to calculate applied J 
 
 Finite-element analyses (FEA) were performed to determine the applied J as a function of 
displacement for the I-beam and cope-hole specimens using ABAQUS finite-element software.  
The results of these analyses were used to predict crack propagation by J-R curve analysis as will be 
discussed in section 4.5.  The finite-element models and procedures used to obtain results are 
presented here. 
 
 Eight-noded quadrilateral shell elements with 5 degrees of freedom and reduced integration 
were used to model the test specimens.  For example, the model used to simulate the cope hole 
experiments is shown in Figure 4.11. The model for the CCT specimens is the same except there is 
no stiffener.  The shell elements with one fewer degrees of freedom are not good for shells that 
intersect perpendicularly.  Reduced integration gives improved results relative to full integration 
which tends to be too stiff in elastoplastic problems. The planar dimensions of the elements ranged 
from 12 to 25 mm square.  Shell elements are not intended for such small width-to-thickness ratios 
as small as 1.3, and would not be expected to give realistic through-thickness gradients. 
Notwithstanding these shortcomings, these shell elements should give reasonable overall plastic 
behavior. The analysis would be prohibitively time-consuming and expensive with solid elements.   
 
 The elastoplastic material model consisted of a Von Mises yield criterion with isotropic 
hardening.  The stress-strain properties were input as a piecewise linear effective-stress-strain curve 
that closely represented a typical engineering stress-strain curve from a tensile test for each steel.   
 
 Cracks were simulated by restraining only one corner node of a shell element at the "crack tip", 
while the next element ahead of the crack tip is attached to either a plane of symmetry or another 
element.  No special crack-tip elements were used, these special elements are only used for small-
scale yielding analyses and the strength of the singularity of the crack-tip fields must be known.  In 
reality, crack-tip fields are affected by large strain near the crack tip.  Therefore, even if the special 
crack tip elements are valid for elastoplastic small-strain analysis, the results right at the crack tip 
would not be any closer to the real "large-deformation" crack tip fields than the results from regular 
quadratic elements.   
 
 Although this simplified crack representation does not accurately represent crack-tip stress and 
strain fields, it does provide the necessary resolution to perform reasonable J-integral estimates.  
Three contour paths were used around the crack tip to calculate J.  In some cases, one or more of 
these paths was corrupted by not being far enough away from the crack tip or by intersecting the 
specimen boundaries.  In most cases, two or all of the contours gave consistent results, and one of 
these was chosen as the result from the analysis.   
 
 The most simple geometry modelled was the CCT specimen.  Twelve elements were used 
across the width of the baseplate. Models with stationary cracks of 25 mm (the initial crack size), 50 
mm, 76 mm 101 mm and 127 mm were loaded under displacement control.  The J solution was 
checked in the elastic range by converting to an equivalent K value by Equation 2-3 and comparing 
to the handbook solution for K.  At a nominal gross-section stress level of 77 MPa, the J from FEA 
was 4.3 kJ/m2 which corresponds to an equivalent K of 30 MPa-m1/2, while the handbook solution 
was 32 MPa-m1/2, which is only eight percent greater than the K from FEA and is considered good 



agreement.  Plots of force vs. displacement and J vs. displacement were generated for each crack 
size. 
 
 Figure 4.12 shows J vs. displacement for 76 mm (a/W of 0.5) for the HSLA-80 and EH-36 
steels. Note that for both the EH-36 and HSLA-80 steel in the 9 mm thickness plates, J has 
exceeded the "validity" limits in the ASTM E1152 test specification. This is not surprising since 
valid J values could not be obtained for plates of this thickness in any high-toughness steel. Since J 
exceeds the validity limits, it is no longer associated directly with the crack tip stress and strain 
fields and therefore would not necessarily be expected to be a good fracture parameter. 
Nevertheless, such "invalid" J data have been used in the past, provided both the test specimen and 
the application are the same thickness.  Note that the applied J is greater at a given displacement for 
the HSLA-80 steel which is expected because of the greater flow stress.  
 
 In the case of the CCT specimen, McCabe and Ernst [4.19] published a J solution which can be 
calculated (independent of the contour integral) from the load, and displacement, and crack length 
data. The calculated J using the McCabe and Ernst solution is also shown in Figure 4.12, including 
the elastic and plastic parts as well as their sum. The relatively good agreement between the contour 
integral and the McCabe and Ernst solution, at least up to about 7 mm of displacement, verified the 
accuracy of using shell elements with a relatively coarse mesh near the crack tip.  At values of J 
exceeding 4 MJ/m2, the error in the FEA results is as large as 25 percent. 
 
 The CCT solution of McCabe and Ernst also was used to calculate J for the cope hole 
specimens. The width and remaining ligament of the cope-hole specimens was adjusted to include 
the net section of the stiffener as well as the actual width of a ligament of the 152 mm wide plate.  In 
other words, the stiffener was treated as if it were coplanar with the main plate and contributed 
additional plate width on the sides of the specimen. Figure 4.13 shows the J computed from 
ABAQUS compared to this solution.  The agreement is even better than it was for the CCT 
specimens. Therefore, the applied J vs. displacement for shell cracks bridged by a stiffener or girder 
can be calculated from an idealized CCT model incorporating all of the section as if it were 
coplanar.   
 
 The analyses for the cope-hole specimens were carried out in the same manner. Models with 
stationary cracks of 50 mm and 76 mm (the initial crack sizes), as well as 101 and 127 mm, were 
loaded under displacement control.  Plots of J integral vs. displacement for the first three crack sizes 
in the cope-hole specimens, as well as the CCT specimen with the 76 mm crack, are shown in 
Figure 4.14 for the two materials. As the remaining ligament gets smaller, a larger proportion of the 
ligament has elevated stresses due to proximity to the crack tip. The computed J is slightly higher 
for the larger cracks because the average net section stresses are higher. However, the difference 
between these curves for different crack lengths is small compared to the scatter among measured J-
R curves from replicate specimens and compared to the discrepancy between J computed from FEA 
and J from the solution of McCabe and Ernst.   
 
 Figure 4.15 shows plots of J integral calculated using the McCabe and Ernst solution for the 
CCT and cope-hole specimens.  While there is slightly greater variation among different crack 
lengths, the magnitudes of the J curves rank in the same order as the J curves from FEA.        
 



 Figures 4.16 and 4.17 show two models for the I-beam specimens. The model shown in Figure 
4.16 is a fully detailed model of I-beam attachment specimen such as specimen  A18. The elements 
were 25 mm square throughout this model except in the refined region near the crack where 12 mm 
square elements were used.  The model features shells which represent the attachment details and 
cause a stress concentration near the crack.  The refined mesh region around the crack location 
extends deep into the web enabling longer web cracks to be modeled.  The beam was laterally 
supported in the experiment which restrained some displacement which occurs due to the eccentric 
location of the crack. This support was modelled in the finite-element analysis by constraining the 
edges of the flanges at the load points from lateral deflection.   
   
 The model shown in Figure 4.17 is a simplified model of a I-beam attachment specimen such as 
specimen A18. In contrast to the simplified model described above, the crack is located in the center 
of the span, allowing for half-symmetry to be used, although the crack was actually located about 
150 mm from the center of the span. Attachment details were not included and lateral-torsional 
support was not included.  The purpose of these analyses was to assess the impact of these 
simplifications and hence the necessity of these complexities. Figure 4.18 shows the computed J vs. 
displacement for the flange crack from the two models. This agreement is considered very good, 
and it can be concluded that: 1) the mesh was adequately refined; and, 2) the simplifications in the 
model had little effect. Therefore, it can be recommended that if FEA of cracked geometries is 
performed that the crack may be located on the centerline of a member for convenience and it is not 
necessary to include the stress concentration of any attachments.  
 The analyses of the I-beam specimens were conducted using the detailed model in Figure 4.16.  
Models with stationary cracks (corresponding to the crack configuration measured at various stages 
of the tearing failure) were loaded under displacement control.  Plots of J integral vs. displacement 
for the first four crack configurations for specimen A18 are shown in Figure 4.19.  Note that, as in 
the case of the cope-hole specimens, there is not very much difference among the various crack 
configurations when J is plotted as a function of displacement.   



4.4 J estimation schemes 
  
 Various J estimation schemes have been proposed in the literature. The EPRI/GE power-law 
method is widely used for the analysis of pressure vessels and piping [4.4-4.7]. This same type of 
power law reference stress method is used in the GKSS Engineering Treatment Model (ETM) 
[4.8,4.9]. Discussions with researchers at TWI and with Prof. Schwalbe of GKSS confirm that 
reference stress methods were developed and intended primarily for high-strain-hardening steels 
such as stainless steel, and these methods are not sufficiently accurate for low-strain-hardening 
steels (most structural steels as well as EH-36 and HSLA-80) under fully-plastic conditions.  
 
 The objective of these schemes has been to calculate the plastic part of J, or Jp, based on the 
solution for Jp at the limit load, P0..  The assumption is made that the plastic part of J increases in 
proportion to the material stress-strain curve, specifically the ratio of the load to P0 (after exceeding 
P0) raised to the hardening exponent from a power law like the Ramberg Osgood law.  The J and 
displacement (V) estimation schemes have the form:   

For HSLA-80, ε0 is the yield strain which is 0.29 percent and σo is the yield stress or 607 MPa.  The 
α was equal to 3.14 and the hardening exponent, n, was 10.7, as discussed in Section 3.1.1.  The 
functions h1(a/W,n) and h2(a/W,n) are tabulated in the EPRI Handbook [4.7] and reports [4.4-4.6] as 
well as several books [4.20,4.21] for a variety of test specimens and flawed cylinders.  For a 
hardening exponent of 10, similar to the HSLA-80 material, and a CCT specimen with an a/W ratio 
of 0.5, h1 is 1.43 and h2 is 0.87. 
 
  It is not clear if P0 and σ0 should be based on the yield stress or the flow stress.  For tension 
specimens such as the cope-hole specimens, it probably doesn't matter as long as they are defined 
consistently. However, there is a related problem in these type of estimation schemes that has not 
been discussed in the literature. The assumption is made that the plastic part of J increases in 
proportion to the strain in the uniaxial stress-strain curve. The strain is assumed to increase in 
proportion to the ratio P/P0, which for tension specimens is proportional to σ/σ0.  However, for 
bending, the P/P0 ratio is the M/M0 ratio which increases because of the spreading of plasticity 
across the section (the effect shown in Figure 1.1) as well as because of strain hardening.  In fact, 
for low strain hardening steels such as HSLA-80, the bending effect dominates the smaller strain 
hardening effect. Because of this inconsistency, these types of estimation schemes inherently will 
perform differently when applied to bending members than when applied to tension members.   
 
 To avoid possible confounding with this bending effect, the estimation schemes are evaluated 
on the basis of their ability to estimate the FEA results for CCT specimens, specifically load and 
applied J vs. displacement results for stationary cracks.  Figure 4.20 shows the load vs. displacement 
data from the finite-element analysis (FEA) of the stationary crack in the HSLA-80 CCT specimen 
made from 9 mm thick plate, i.e. the analysis which was used to generate the J from the contour 
integral (Figure 4.14a) and from the Ernst and McCabe [4.14] solution (Figure 4.15a).  P0 was taken 
as the flow stress times the net area.  Equation (4-6) was evaluated in a spreadsheet by incrementing 
P/P0 from 1.0 to 1.4.  Figure 4.20 shows the predicted displacement (V) from Equation (4-6) as a 

 J =  J  +     el
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function of P for the HSLA-80 CCT specimen, compared to the FEA result.  The shape of the curve 
is similar to the FEA curve, but the estimation scheme significantly overestimates the displacements 
at corresponding P levels.  Unless the corresponding points are compared as in Figure 4.20, this 
error is not readily apparent due to the flat slope of the curves at high P levels, i.e. the error in the 
displacment is obscured. 
 
 Equation (4-5) was evaluated in a similar manner.  The estimated J is plotted in Figure 4.21 
(labelled EPRI) as a function of the FEA displacements corresponding to the P/P0. The FEA 
displacements are used rather than the displacements from Equation (4-6) to avoid any error due to 
Equation (4-6) in the comparisons of the J vs. displacements plots.  Figure 4.21 shows that the 
EPRI/GE estimation scheme is conservative but significantly overestimates J at large displacements. 
The EPRI/GE estimation scheme is being used here for to estimate J values which exceed the 
validity limits of ASTM E1152, i.e. for J values that are no longer associated directly with the crack 
tip stress and strain fields.  In other words, the estimation schemes were never intended to be used at 
these invalid J levels.  However, in order to be useful for the prediction of ductile tearing in ship 
structural details, it is necessary to use these invalid J values.   
 
 At very large displacements the solution changes curvature.  This is an artifact of the high-order 
power law which was fit to the stress-strain data over the range P/P0 up to 1.2, but is being used here 
at higher P/P0 levels (up to 1.4).  In other words, the power law is being used outside the range over 
which it was fit to the stress-strain data and it has spurious characteristics outside this range.  The 
reason the P/P0 in the CCT and cope-hole specimens exceeds the P/P0 of the tensile data is that the 
cracked specimens develop some constraint which raises the average stress on the net section.   The 
uniaxial tensile specimens do not develop any constraint until after necking.  The problem of using 
these power laws at higher P/P0 levels than supported by the tensile data was probably not 
encountered in the EPRI work.  The typical applications were fracture problems in pressure vessels 
and piping of moderate toughness with a low Y/T, which involved only moderate plastic strain 
levels, as opposed to these fully-plastic collapse-dominated experiments on relatively-thin high-
toughness steel with relatively-high Y/T. 
 
 The main problem with applying the power-law estimation scheme to these experiments is that 
the load was typically at or only slightly above the limit load for all stages of crack propagation, as 
explained in Section 4.2 above.  The ratio of P/P0 is only slightly greater than 1.0 and the actual 
value is extremely sensitive to the value of yield stress or flow stress used to compute the limit load 
P0, the hardening exponent n which depends on the curve fitting process, and the limit load solution. 
For large strain-hardening (low Y/T) steels such as stainless steels which were the materials of 
primary interest in the EPRI/GE work, these issues are insignificant in comparison to the large 
increases in load due to strain hardening.  Another problem, which is shared by J calculated by 
FEA, is that the J calculated by the estimation scheme will be much greater than that which is 
considered valid for these high-toughness steels in thin plates. Therefore, these levels of J are 
beyond the limits for "J dominance" for which the schemes were derived. 
 
 Ainsworth [4.10] formulated a similar estimation scheme which is based on the strain rather 
than the load and therefore is more appropriate for materials for which the stress-strain curve is not 
well represented by a power law.  An equation for this "reference stress" method is: 



where the reference stress, σref, is equal to σ0 (P/P0 ) and εref is the strain corresponding to σref in the 
uniaxial stress-strain curve.  For the power law, Equation (4-7) will give results equivalent to 
Equation (4-5).  However, Equation (4-7) is more general and can be used with different 
constitutive models.  The results are higher and therefore less accurate than the EPRI estimation 
scheme. However, this scheme (as any other estimation scheme or FEA) was not intended to be 
used for these invalid J values.   
 
 A further simplification is to use the h1 function for elastic material, rather than have a function 
of "n".  For elastic material and an a/W ratio of 0.5, h1 is 2.21, which is 54 percent greater than the 
h1 for "n" of 10.  The following simple equation is obtained: 

The results from Equation (4-8) are labelled "Ainsworth" in Figure 4.21. The resulting J values are 
greater and hence less accurate than Equations (4-5 and 4-7), but are at least considerably easier to 
calculate. Another issue with these reference stress methods (Equation (4-7) and (4-8)) is that for 
higher σref/σ0 levels (i.e. higher P/P0 levels), the end of the stress-strain data is reached and it is no 
longer possible to determine εref.  This limit is the reason that the Ainsworth calculations only 
extend to a displacement up to 2.8 mm.  This problem is analogous to the problem with the power 
law at higher P/P0 levels, which also should not be used outside the range of the P/P0 for the stress-
strain data.  
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 The GKSS Engineering Treatment Model (ETM) is completely empirical. The ETM is based on 
the observation from experiment that:     

 Similar observations were made about the experiments in Section 3, specifically that all the 
displacements increased approximately linearly. Figure 4.21 shows this ETM estimation is 
conservative but also significantly overestimates J. However, this method has the least pretense of 
theoretical basis and implied accuracy.   
 
 At 2.8 mm of displacement, about the point of maximum strain of the stress-strain curve, all of 
these J estimation schemes overestimate J by about a factor of 3.  When used in a J-R curve 
analysis, this error will cause a much greater error in crack extension.  Obviously these estimation 
schemes are unsuitable for ductile fracture of relatively-thin high-toughness steel plates with low 
strain-hardening.     
 
 As shown in Figures 4.12-4.14, 4.17 and 4.18, the finite-element based J analyses predict that J 
as a function of displacement increases linearly after some displacement.  This linearity suggests 
that a "calibrated" empirical J estimation scheme may be possible with a very simple form. For 
example, it could be possible to estimate J from a bilinear function of displacement. Since the first 
part is the "elastic-dominated" part and the resulting J is trivial in comparison the to the large Jp in 
the second part, the model could be J equal to zero up to a displacement corresponding to the 
intercept of a linear fit to the second part.  Such linear fits to the J solution of McCabe and Ernst for 
various cope-hole and CCT configurations are shown in Figure 4.22.  The proportionality constant 
for this model would ideally depend on material and crack size. However, in view of the relatively 
small variation in J with respect to crack size variation, at least over the range of 2a from 25 to 150 
mm, a simplified J model could be proposed that is a function of material only. 
 
  J could be based on the total plastic work done on the specimen, which is determined from the 
overall load vs. displacement data.  Figure 4.23 shows J along with the total work and the plastic 
part of the work as a function of displacement for the cope-hole specimens of both materials with a 
76 mm crack size.  Figure 4.23 shows that the J is approximately equal to the plastic work per unit 
area of the net section. Figure 4.24 shows the plastic work per unit area of the net section as a 
function of displacement for all crack sizes for each material, which can be compared to the solution 
for J in Figure 4.15.  
 
 The J integral is proportional to the work per unit area in a way which does not depend on 
material, as shown in Figure 4.25.  The slope of this line, which is referred to as η (eta), is estimated 
from the graph to be about 0.8. Eta is discussed further in Section 4.6.  This is reasonably close to 
the known eta factor for center-cracked tension specimens, which is nearly 1.0.  Since the J changes 
with crack length but the work done does not, it is clear that the eta factor is a function of crack 
length. However, if the change in J due to crack length is small relative to uncertainty in the J-R 
curve and uncertainty in the FEA computations, it may be sufficient to estimate J as a function of 
displacement in a way which does not depend on crack length.   
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 J is approximately equal to the total plastic work for a tension member.  The plastic work per 
unit area can be estimated by the average net-section stress times the plastic part of the 
displacement. In these tensile tests, the displacement occurred almost entirely on the crack plane.  
Figure 4.26 shows the average net section stress, which was computed from FEA results by dividing 
the total load by the net remaining ligament area, normalized by the yield stress. This average net-
section stress is analogous to σref.  Figure 4.26 shows the effect of constraint which increases the 
average net-section stress with increasing crack length.  This is the primary reason for the relatively 
small effect of crack size on the applied J vs. displacement function.   
 
 Figure 4.26 shows that for the HSLA-80 steel, the average net-section stress was relatively 
constant at about 1.3 times the yield stress throughout the displacement, i.e. the σref/σ0 value was 
about 1.3.  Note that this is higher than the inverse of the Y/T ratio, i.e. the tensile strength of the 
steel is only 1.13 times higher than the yield strength, or about 1.2 times higher in terms of true 
stress.  The constraint discussed above is the reason the relatively greater σref/σ0 levels in the 
fracture tests than in the tensile tests. 
 
 For the EH-36 steel, the average net-section stress increases from 1.25 to 1.75 times the yield 
stress as the displacement increased.  An average value of 1.3 could be used to approximate the 
average net section stress for both of these materials and for all displacements. Since the Y/T of 
these steels are at the ends of the distribution for modern ship steel, the average value of about 1.3 
times yield should be widely applicable.   
 
 This average net-section stress suggests a possible simple model for estimating J: 
  
 1) use Jp of zero up to the "limit-load" displacement, d0;  
 
 2) Jp increases as 1.3 times the yield stress times the change in displacement, 
  i.e, for d > d0:   

 Figure 4.22 showed the result of this approximation with the actual slopes from regression 
analysis of the data from the solution of McCabe and Ernst. Also, this approximate equation for J is 
also shown in comparison to the FEA calculations for the flange crack in the I-beam specimen in 
Figure 4.19a.    

 J =  J  +  1.3  (d - d )el
0 0σ  (4-10) 



 In order to plot the approximate J as a function of displacement over yield displacement in the 
bending tests, it is necessary to estimate an effective longitudinal displacement on the crack plane. 
For the bending tests, displacments were measured at various locations, but it was noted that all 
displacements increased approximately in proportion to one another.  The beams formed a plastic 
hinge on the crack plane and all displacements resulted primarily from rotation, Θ, of this hinge.  At 
peak load, Θ0 is equal to 3.2 percent radian.  Taking the depth of the beam as 190 mm and assuming 
a linear displacement gradient, the "effective average" displacement at the outer fibers is about 6 
mm.   
 
 This simple J estimation scheme is adequate in view of the uncertainties in the problem, 
especially the variation in measured J-R curves.  It is certainly far more accurate than the published 
J estimation schemes. It is also robust in that it can be used on tension or bending specimens.  It is 
presently calibrated to give accurate results on average.  The coefficient of 1.3 could be increased to 
make sure the estimation scheme is always conservative.  Obviously, it is not very accurate and 
unconservative at low J values. (The published estimation schemes may be more appropriate for 
low J values).  However, the effect of this shortcoming will not be apparent in problems where large 
amounts of crack extension are to be modelled and J eventually becomes quite large. 
 
 
4.5 Predicting crack propagation by the J-R curve analysis. 
 
 The accuracy of the process of calculating the applied J driving force vs. displacement function 
for a particular cracked configuration, as described above, can be separated from the accuracy of a 
stable crack propagation (tearing) analysis using the experimentally measured J-R curve. Both of 
these can be separated from the process of calculating the load-displacement curve given the crack 
extension-displacement history. As shown in Section 2.3, calculating the load-displacement relation 
can be very simple.  
 
 Stationary-crack I-beam and cope-hole finite-element models with several crack configurations 
were loaded under displacement control. The crack configurations for the bending tests 
corresponded to successive measured crack configurations such as shown in Figure 3.14. Crack 
extension in the cope-hole model was more straightforward and was simply modeled in symmetric 
12.7 mm increments for each material.   
 
 The analysis begins with the model for the initial crack configuration. At each increment of 
displacement, the value of J at each crack tip was evaluated to see if it exceeded JIc.  The 
displacement was increased further until the value of J at one of the crack tips was sufficient to 
cause an increment of crack extension according to the J-R curve. The increment of crack extension 
at each crack tip was relatively coarse, corresponding to the difference between successive 
measured crack configurations such as those shown in Figure 3.14.   



 From this displacement on, the load and J were evaluated from the model with the second crack 
configuration.  The displacement of this model was increased until the J level at one of the cracks 
was sufficient to cause the next increment of crack extension associated with that crack tip. This 
usually occurred at all of the crack tips almost simultaneously, as would be expected based on the 
experiments.  Thereafter the model with the third crack configuration was used, and so on.  In this 
manner, the crack-extension-displacement curve and the load-displacement curve are pieced 
together.  
 
 Previous finite-element simulations of crack propagation, using nodal-release schemes, have 
shown that the J level resulting from a certain crack length and displacement is not significantly 
influenced by the path that was taken to arrive at that crack size and displacement, i.e. starting with 
a stationary crack and increasing displacement (as was done here) as opposed to starting with a 
smaller crack and extending the crack while simultaneously increasing the displacement to arrive at 
the same crack size and displacement.  
 
 Since conventional compact tension tests are carried out with relatively small amounts of crack 
advance relative to specimen thickness, extended J-R curves were generated to determine critical 
values of J over a larger range of crack advancement for the HSLA-80 and EH-36 materials as 
described in section 3.1. Although there is great variation in the J-R curves at small crack extension, 
after crack extensions of about 4 mm the J-R curves seem to have a slope or tearing modulus which 
is generally consistent.   
 
 An example of an extended J-R curve for each material is shown in Figure 4.27. The tearing 
modulus for larger crack extension is about 200 MPa for both types of steel. An extrapolated J-R 
curve with this constant slope was used beyond the crack extension limits of the extended J-R 
curves. As discussed in Section 3.1, this constant tearing modulus is essentially the same as using a 
constant crack-opening angle (COA) between 19 and 26 percent radian.  
 
 It is understood that these calculations are being carried out well beyond the limits of J-
controlled crack growth in the fully plastic regime. However, there is no other option for the 
analysis of ductile tearing in ship structural details. It is anticipated that the effect of this violation of 
these limits will tend to be conservative. The purpose of this investigation is to determine the error 
involved in such an analysis, if any, with respect to the experiments described in Section 3. 
 
 The applied J-displacement curves for the cope-hole specimens, using J from the contour 
integral in the FEA, were shown in Figure 4.14. Together with the J-R curves in Figure 4.27, the 
applied J curves were used to determine crack extension vs. displacement curves. Figure 4.28 shows 
the predicted crack extension history as a function of displacement for both the HSLA and EH-36 
cope-hole specimens compared to typical experimental results.   
 
 The predicted crack extension using the J-R curve is at the lower end of the experimental data or 
slightly below the experimental data.  Underestimating the crack extension is unconservative, and 
should lead to overestimating the load-displacement curve.  However, in view of the complexity of 
these analyses and the natural variation among replicate test results, the agreement with the cope-
hole experiments is considered good.  If the J solution from McCabe and Ernst (shown in Figure 



4.15) were used, higher applied J values would have been obtained for each displacement, which 
would have increased the rate of crack extension and led to slightly better agreement.   
 
 Figure 4.29 shows the stationary crack load-displacement curves from the HSLA-80 steel cope 
hole models. These FEA results increase monotonically and are labelled according to the crack 
length, 2a. The predicted load-displacement curve also is shown on this graph.  The predicted curve 
is pieced together by connecting points along the FEA load-displacement curves for the stationary 
crack lengths. The displacment at which the predicted curve jumps to the next stationary-crack 
curve is determined from the crack extension vs. displacment data from the J-R curve analysis in 
Figure 4.28. The predicted curve can be compared to the experimental load-displacement curve, 
which is also shown on Figure 4.29. Points corresponding to the attainment of a particular crack 
length are indicated along the experimental curve. The corresponding points for the predicted curve 
are where the predicted curve intersects the stationary crack load-displacment curves. 
   
 The finite-element analysis overestimated the load by a constant amount throughout the crack 
propagation.  However, this should not be considered a shortcoming of the J-R curve approach, but 
rather of the finite-element analysis to determine load.  To a certain extent, this overestimate of the 
load will increase the calculated J.  However, the J from the contour integral is typically smaller 
than the J from the McCabe and Ernst solution, therefore this error in load actually improves J in 
this case.  Although there is a slight offset due to this error in load, the FEA/J-R curve analysis 
correctly predicts the shape of the descending branch of the load-displacement curve.  
 
 A better estimate of the load could be obtained by using the simple limit-load solution, which, 
ironically, is more accurate. The results of these calculations are also shown in Figures 4.30.  The 
FEA results and the limit-load results both use the same crack extension history, which was 
calculated using the J from FEA.  It is seen that the resulting load-displacement curve using limit 
load is in better agreement with the experiments than the result using the FEA for load.  It is 
concluded that the best approach would be to use the FEA to predict the crack extension history, 
and then use the simple limit load approach to determine the load-displacement curve.   
  
  Similar data are shown in Figures 4.31 and 4.32 for the EH-36 steel cope-hole specimens. The 
limit-load analysis underestimates the load for most of the crack propagation.  Toward the end of 
the experiment, the FEA is significantly unconservative while the limit-load analysis gives good 
agreement with the experiment. 
 
 The applied J-displacement curves for a typical I-beam specimen were shown in Figure 4.19.  
The J-R curve in Figure 4.27a was used to determine crack extension. Figure 4.33 shows the 
measured crack extension in the web as a function of displacement for a number of specimens 
including specimen A-18, compared to the predicted crack extension for specimen A18.  Note that 
these specimens had different initial crack configurations and are therefore not exactly replicate 
specimens.  The predicted crack extension using the J-R curve agrees with the experiments at 
smaller crack extension.  However, at larger crack extension, the predicted crack extension is less 
than the experimental data indicate.  The rate of increase of the crack length is clearly less than the 
experiments indicate.  The inaccuracy is excessive and unconservative, and should adversely affect 
the ability to predict the load displacement curve.  The inaccuracy is probably due to 
underestimating the applied J at larger displacements. The inaccuracy may be due to the complexity 



of the I-beam cracks and the FEA model relative to the cope hole cracks and FEA model, or it may 
be due to the effect of bending as opposed to tension.  For example, it is known that tension 
specimens give higher J-R-curves than bending specimens [4.20].  The bending specimen J-R 
curves often tends to decrease in slope at large crack extension.  Therefore, the crack extension will 
be greater for a given level of J than in a tension specimen.  These analyses are using J-R curves that 
are extrapolated beyond the range of crack extension in the J-R curve tests.  Therefore the tearing 
modulus at large crack extensions is not known.   
 
 Figure 4.34 shows the stationary crack load-displacement curves predicted using FEA for the 
HSLA-80 steel I-beam specimen A18.  These FEA results are labelled contour 1 through contour 9, 
where "contour" refers to a particular crack configuaration that was observed in the experiment as 
the crack grew.  The particular crack contours for this specimen A18 were shown in Figure 3.14.  
These results were generated using the fully detailed FEA model shown in Figure 4.16.  
 
 The predicted load-displacement curve also is shown on this graph.  The predicted curve is 
pieced together by connecting points along the FEA load-displacement curves for the stationary-
crack contours. The displacment at which the predicted curve jumps to the next stationary-crack 
curve is determined from the predicted crack extension vs. displacment data in Figure 4.33. The 
predicted curve can be compared to the experimental load-displacement curve, which is also shown 
on Figure 4.34. Points orresponding to the particular crack contours are indicated along the 
experimental curve.   
 The FEA/J-R curve analysis adequately predicts the beginning part of the descending branch of 
the load-displacement curve, up to a deflection of d/dy of 2.  For example, propagation into crack 
configuration (contour) 4 is predicted in at d/dy of 1.75, while the experimentally observed value for 
this contour is d/dy of 2.06. However, at displacements exceeding d/dy of 2, the experimental curve 
begins to decrease much more rapidly.   For example, the predicted d/dy = 3.5 for contour 6 is much 
greater than the d/dy = 2.5 at which that contour was experimentally observed.  Also, the load is 
overpredicted by a factor of 2 at d/dy of 3 and by a factor of 6 at d/dy of 5.  
 
 Figure 4.35 shows the simple limit-load solution, based on the FEA predicted crack extension 
history shown in Figure 4.33.  The resulting load-displacement curve is in better agreement with the 
experiments than the result using the FEA for load, but the descending branch is still significantly 
overestimated. 
 
 Based on the analysis of the CCT specimens for which there is a solution for J, the J obtained 
from finite-element analysis was deemed to be much better than the J estimated from the reference 
stress methods.  Based on analysis of the cope-hole specimens and I-beam specimens, the tearing 
stability analysis method using a J-R curve is conservative (in the early stages of the analysis) when 
J is measured on compact specimens and applied to structures with larger uncracked ligaments 
ahead of the crack.  However, larger crack extension levels are essential for modelling ductile 
fracture in the redundant ship structure fabricated from high-toughness steel. For tensile specimens, 
it appears that the constant tearing modulus of about 200 MPa gives reasonable results.  
Unfortunately, at larger crack extension levels, the small-specimen J-R curve becomes increasingly 
unconservative for full-scale bending specimens.  
 



 This trend is contrary to the trends which have been observed on small compact specimens with 
variations in planar size, for small amounts of crack extension. The resistance to crack extension, 
i.e. the J-R curve, tends to increase in magnitude of J and slope as the size of the uncracked ligament 
increases [4.20]. (This is in contrast to the size effects in cleavage and transition-range fracture, 
where larger specimens have lower apparent toughness.) Thus for fully-plastic ductile fracture the J-
R curve measured on smaller compact specimens underestimates the greater apparent J-R curve on 
similarly-proportioned but larger specimens.  However, Figures 4.33 and 4.35 show that the small-
specimen J-R curve overestimates the resistance to crack extension of the large-scale I beam 
specimens.   
 
 
4.6 Landes' normalization method 
 
 The Landes normalization method [4.11,4.12] was evaluated by analyzing the cope-hole 
specimens, the CCT specimens, and compact tension (CT) specimens that were used for the J-R 
curve measurements.  The normalization method is based on the principle of load separation.  Using 
this principle, load is represented as a multiplicative function of geometry and displacement 
according to: 

where P is load, a is crack length, vpl is plastic displacement, and W is the specimen width.  The 
G(a/W) function is a geometrical function independent of material properties, and the H(vpl/W) 
function is a material property function independent of specimen geometry.  This method of 
normalization has been experimentally verified by Sharobeam and Landes [4.11]. 
 
 There is some analogy between the Landes normalization method and the limit-load analysis 
procedure described in Section 4.2.  In the limit-load analysis, the G(a/W) function is taken into 
account in the mathematical model for the limit load and how it changes with crack length.  In the 
limit-load analysis, the H(vpl/W) function is essentially the flow stress.  Thus, the advantage of the 
Landes normalization method is that the H(vpl/W) function can include the effects of discontinuous 
yielding and strain hardening which vary with plastic displacement, whereas the limit-load analysis 
assumes a rigid-perfectly-plastic material.   
 
 Several standard test specimen geometries have known G(a/W) functions.  In this case, the load-
displacement record can be divided by the G(a/W) function to generate the geometrically 
independent material property function, H(vpl/W).  The  H(vpl/W) function can then be coupled with 
a G(a/W) function for a new specimen geometry (of the same material) and a load-displacement 
curve can be generated.   
 
 The G(a/W) function for the cope-hole geometry was unknown. This would be the case for 
typical critical ship structural details as well).  In these non-standard geometry cases, it is necessary 
to generate the G(a/W) function using finite element methods.  The typical G(a/W) has the form 
[4.12]: 
 

 P =  G(a / W) H(v / W)pl  (4-11) 



where B is the specimen thickness and W is the specimen width.  The a/W ratio is a measure of the 
relative portion of the gross section that is cracked.  The exponent, ηpl, commonly referred to as the 
eta factor, is the ratio of J to plastic work per remaining ligament area, as described in Section 4.4.  
For tension specimens, eta is about 1 and for bending and CT specimens, eta is about 2.  The reason 
for this difference is that the load for a tensile specimen is proportional to the remaining ligament, b, 
while the load for a bending specimen is proportional to the ligament squared.  
 
 On typical flat test specimens, W is the width of the panel.  However, in the case of intersecting 
structure, it is important to include the whole gross section in an effective W, as if the various parts 
of the intersecting structure were disconnected and laid side by side.  Such intersecting structure is 
common in critical ship structural details, as discussed in Section 2.1.  For cases where part of the 
critical detail cross section includes continuous plating such as the side shell, some assumptions 
must be made about the effective W.  For the cope-hole specimens, the effective width W included 
the minimum width of the stiffeners added to the width of the main test panel. Note that the 
minimum width occurs at the top of the cope-hole (weld-access hole), even though this point in not 
in the same plane as the crack.  The remaining ligament, b, is defined in terms of this effective W, 
i.e. (W -a). 

 G(2a / W) =  B W (
2b
W

) plη  (4-12) 



 The G(a/W) function can be defined by conducting a series of stationary blunt notch tests with a 
series of notch lengths.  Alternatively, the G(a/W) function for a non-standard geometry can be 
defined from FEA simulations of the stationary-crack load displacement curves.  Reference [4.11] 
outlines the procedure for determining the G(a/W) function in detail.   
 
 Figures 4.29 and 4.31 showed stationary-crack load-displacement curves generated using the 
finite element model of the cope hole specimen for the HSLA-80 and EH-36 materials.  In Figure 
4.36 these curves are shown as a function of plastic displacement.  Note that each curve is nearly 
proportional to the others.  
 
 The principle of load separation was applied by dividing all the curves from Figure 4.36 by the 
curve associated with the largest crack (smallest 2b/W ratio).  The result is the separation 
parameters Sij, where "i" relates to the crack size for this load curve and "j" relates to the load curve 
which was used as the divisor. The separation parameters Sij for the load curves in Figure 4.36 are 
shown in Figures 4.37.  As expected, the values were essentially constant over the entire range of 
plastic displacement. The relative position of these Sij curves can be thought of as the effect of 
crack extension or the G(a/W) function. They are like scale factors for a master load curve, which is 
the H(vpl/W) function.  
 
 The average constant values of the Sij values were plotted as a function of the remaining net-
section ligament-to-width ratio, 2bi/W, as shown in Figure 4.38.  Eta is the exponent of a power law 
of Sij as a function of  2bi/W.  As shown in Figure 4.38, the Sij are nearly linearly related to 2bi/W, 
as expected for a tensile specimen, for which eta is about 1.0.  The average eta factor was found be 
0.84 for both materials, with each of the load curves serving in turn as the divisor.  
   
 While the G(a/W) function is a property of the geometry of the cracked member, the  H(vpl/W) 
function is a property of the material only which is transferable from one geometry to another.  To 
determine the H(vpl/W) function for the HSLA-80 and EH-36 materials, the load-deflection records 
from the CCT and CT tests were divided by (normalized by) the appropriate G(a/W) function (see 
Reference 4.11). Typical load-displacement curves from the J tests on CT specimens are shown in 
Figure 4.39.   
 
 The resulting  H(vpl/W) functions are shown in Figure 4.40.  Also shown in this figure are the 
H(vpl/W) functions determined by normalizing the experimental load-deflection curves from the 
cope-hole specimens by the G(a/W) function determined above.  As shown in the figure, the 
H(vpl/W) function for a given material is essentially independent of the specimen geometry from 
which the G(a/W) function was determined.   The good agreement between the various estimates of 
the H(vpl/W) function is an indication of the validity and accuracy of the Landes normalization 
method.  The variation between these estimates of the H(vpl/W) function is no larger than the typical 
variation among replicate tests, such as shown in Figure 3.30. 
 
 Finally, the H(vpl/W) functions were coupled with the G(a/W) function and the Landes 
normalization method was used in a predictive mode to generate load-displacement curves for the 
cope-hole geometry (with 76.2 mm initial crack size) for both the HSLA-80 and EH-36 specimens. 
The Landes normalization method requires some way to predict crack extension, typically the J-R 
curve approach has been used [4.11,4.12].  



 
 The J-R curve approach to predicting crack extension was discussed in Section 4.5 above. This 
method requires finite-element analysis or J estimation to determine J and is subject to all the 
vagaries described in Section 4.5, especially how to extrapolate the J-R curve to large crack 
extensions.  The error in the J-R curve approach, which includes considerable variation in measured 
J-R curves from replicate specimens, will affect the apparent accuracy of the Landes normalization 
method, as it has affected the accuracy of the finite-element and limit-load predictions shown in 
Figures 4.30, 4.32, and 4.35. 
 
   However, as noted by Landes [4.11, 4.12], ductile fracture is not as sensitive to the crack size 
(only inasmuch as the net section is reduced) and error in the J-R curve approach as would be a 
brittle fracture or an elastoplastic fracture in the lower transition region. In other words the stress-
strain properties are more important than the toughness in determining the load-displacement curve.  
This observation is certainly consistent with the results of the full-scale ductile fracture tests 
discussed in Section 3. The load displacement curves from radically different experiments all plot 
on the same master load-displacement curve (normalized by net section limit load and an associated 
characteristic displacement), regardless of crack size or toughness level.  
 
 The resulting predicted load displacement curves are shown in Figure 4.41.  By comparing this 
agreement with the experiment to the results of FEA and limit-load analysis in Figures 4.30 and 
4.32, it is noted that the load at a given displacement is better predicted using the Landes 
normalization method as compared to FEA.  However, the accuracy of the limit-load analysis is 
almost as good as the accuracy of the Landes normalization method, while the Landes method is 
considerably more difficult to calculate and requires FEA for unique geometries.  All of these 
methods, Landes' method, limit-load analysis, and FEA to determine load, depend upon J-R curve 
analysis to predict crack extension.  Hence the ability to predict crack extension as a function of 
displacement, which is not very accurate as shown in Figures 4.28 and 4.33, is the critical issue in 
predicting load deformation behavior. 



4.7 Predicting crack propagation by the crack opening angle    
 
 As is the case throughout this report, the following discussion applies only to extensive ductile 
tearing of ships and other large redundant structures fabricated from structural steel plates with a 
low-temperature Charpy requirement. Given the crack extension history, it was shown in Section 
4.2 that the load-displacement curve can be accurately calculated using simple limit-load analysis. 
Therefore, as stated above, predicting the crack extension as a function of displacement is the 
critical issue in predicting load-deformation behavior. It was shown in the previous sections that 
calculating the J integral or CTOD and using a J-R curve approach for extended crack propagation 
in complex ship structural details requires finite-element analysis and is very difficult and time 
consuming. In the end this approach is not even very accurate. 
 
 As shown in Section 3, the I-beams, box-beams, and cope-hole specimens of both materials 
exhibited the same constant rate of crack-opening displacement with respect to crack extension.  
This rate is called the crack-opening angle (COA), and in all of these  experiments it was about 24 
percent radian (13 degrees), e.g. see Figure 3.27.  Many other researchers have shown similar 
results in tearing of thin steel and aluminum plates, e.g. references [4.22-4.26].  Based on this 
constant COA concept, a simple kinematic model was developed based on the experimental 
observations. 
 
 The model is based on d0, the minimum observed displacement at peak load, just prior to 
significant crack extension (i.e. more than one or two millimeters) and the descending branch of the 
load-displacement curve.  In the bending tests, d0 always occurred at 1.5 times the "yield 
displacement", i.e. the displacement at which the yield stress is reached on the outer fibers of the 
gross section.  (This displacement was chosen for the normalization because it can be easily 
calculated from strength of materials equations.  It is about two-thirds of the displacement at peak 
load, d0.)  
 
 For the tensile specimens (CCT and cope-hole specimens) it was noted that d0 was 4 mm for the 
HSLA-80 steel and 6 mm for the EH-36 steel.  Note that the  toughness of the HSLA-80 steel is 
almost twice as great as the EH-36, so d0, which is an indication of the ductility, apparently has 
more to do with the Y/T ratio of the steel than the toughness. For cracked sections with a net-section 
to gross-section area ratio greater than the Y/T ratio, it is possible to achieve gross-section yielding 
and then much higher d0, as shown in Figure 3.23 for the EH-36 steel.  The development of gross-
section yielding is very desirable and the possibility for gross-section yielding must be analyzed for 
each cracked cross-section.  However, the following model conservatively assumes net section 
collapse.   
 
 For the tensile tests (CCT and cope-hole tests), the displacement, d, on the overall gage length is 
essentially the same as the CTOD5  as shown in Figure 3.32.  Therefore the displacement is 
concentrated on the crack plane.  This displacement is equal to: 



 

where ∆a is the crack extension and the other terms were defined above. 
 
 For the bending tests, the displacments were measured at various locations, but it was noted that 
all displacements increased approximately in proportion to one another.  The beams formed a 
plastic hinge on the crack plane and all displacements resulted primarily from rotation, Θ, of this 
hinge.  At the point where the yield stress is reached on the outer fibers of the gross section, Θ0 is 
equal to 3.2 percent radian.  Taking the depth of the beam as 190 mm and assuming a linear 
displacement gradient, the "effective average" displacement at the outer fibers, dy, is about 6 mm.  
The displacement at peak load, d0, is equal to 1.5 dy or about 9 mm. 
 
 Figure 4.43 shows the results of the predicted load-displacement curves using the COA 
(Equation 4-13) and the simple limit-load analysis for the I beam specimen A-18.  The COA was 24 
percent and the d0 was 9 mm for the HSLA-80. Figure 4.43 is normalized by the plastic moment on 
the net section and dy, and therefore is representative of a wide range of bending experiments, 
including the box sections. This model gives reasonable agreement with the experimental data for 
the bending experiments as well as tension experiments.  Note that the load-displacement curve can 
be calculated relatively easily with a spreadsheet using this COA/limit-load method..   
 
 Figure 4.43 shows that the load-deflection curve for the box beam follows the same normalized 
load-deflection curve for the I beams except after peak load, where the load curve for the box 
plateaus while the load continues to drop for the I beam.  This difference is clearly where the large 
crack in the box beam encounters the second flange.  The crack does not easily penetrate the second 
flange because the web is intercostal (not continuous) through the flange.  Thus, the second flange is 
an effective but temporary crack arrestor. After sufficient deformation, the crack bursts through the 
second flange in a catastrophic manner and the load drops to a fraction of the peak load which is 
similar to the fraction associated with the I beam at that level of deformation. It would be interesting 
to do more experiments to characterize the amount of deformation it would take to penetrate various 
types of crack arresters.   

 d =  d  +  COA ( a)0 ∆  (4-13) 
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5.0 GUIDELINES FOR APPLICATION OF DUCTILE FRACTURE MODELS TO 
SHIP STRUCTURES 

 
 The results of the experimental program, the finite-element analysis and fracture-
mechanics calculations, and the survey of the relevant literature have been synthesized into a 
set of guidelines for the application of ductile fracture models in welded structures 
comprised of relatively thin (i.e. less than 51 mm thick) structural steel plates and shapes.   
5.1  Specification of steel and filler metal  
 
 Ships fabricated from relatively thin plates will typically not exhibit brittle fracture, 
despite the presence of large fatigue cracks (greater than 200 mm long). This is because, in 
most cases, the steels and filler metals which are presently used in shipbuilding are specified 
with a Charpy test requirement (CVN).  The CVN requirement should be sufficient to assure 
that the materials have good fracture toughness over the range of possible service 
temperatures, especially for plate thickness less than 26 mm [5.1]. Here "good" fracture 
toughness means toughness which would allow yielding to occur despite the existence of a 
large crack.  A large crack will likely extend under a strain level of several times the yield 
strain, but this is accepted provided that the crack extension is limited and takes place in a 
stable manner. However, before assuming that the fracture mode will be ductile, the 
specifications for the steel and (if possible) the mill report, filler-metal certifications, and 
weld procedure should be examined to verify that the requirements were adequate and were 
achieved, especially the chemical and CVN requirements.     
 
 The chemistry and processing control the fracture toughness of steel and weld metal.  
Most alloy elements are added to steels to increase strength and consequently are detrimental 
to fracture toughness. Therefore, microalloyed steel compositions employ only small 
amounts of alloying elements. Of the usual alloy elements added to structural steels 
(C,Mn,Mo,V,Nb), carbon has the most deleterious influence on toughness. Nickel is unique 
as an alloy element in that it both increases strength and toughness and is frequently added to 
steel and weld metal (1.0-2.0 wt %) for this purpose.  Unintentional or residual alloy 
elements in steel, such as sulfur, phosphorus, and nitrogen, also can have a deleterious effect 
on fracture toughness.  However, improved steel making practices in use today have reduced 
these elements to where they have only small effects on toughness.  Lamellar tearing, at one 
time a major problem in welded fabrication, caused primarily by poor through-thickness 
properties in plate steels with high sulfide inclusion content, has also been reduced by 
controlling sulfur levels to less than 0.01 wt. % in steel. 
 
 Grain refinement increases both fracture toughness and strength simultaneously. Cooling 
rates largely determine the grain size of steels as well as the type of microconstituents 
developed. Thicker sections will tend to have coarser grain size, coarser microconstituents, 
and lower toughness than thinner sections. Microalloyed steels contain elements added 
specifically to control ferrite grain size, e.g. niobium and vanadium.   
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 The effect of composition and microstructure on weld metal toughness follows much the 
same trends. In general, weld metal toughness is usually as good or superior to plate or shape 
toughness largely due to the lower carbon and inherent fine grain structure and finer 
microconstituents which results from the high cooling rates associated with most welding 
processes. Only in slow-cooling high-heat-input weld processes does the resulting grain size 
have a detrimental effect on the weld fracture toughness. 
 
 More often, weld toughness is influenced by the incorporation of undesirable elements 
such as oxygen and nitrogen in the weld pool which reduce toughness.  Controlling these 
elements is the role of the shielding gas and/or flux used in the weld process. Fluxes contain 
deoxidizers such as silicon and aluminum for this purpose. Welding procedures must be 
monitored to control toughness as well as to avoid defects. Qualification tests are often 
carried out on plates 25 mm thick. The procedure may then be applied to thinner plate, where 
cooling rates will decrease and the toughness may be lower than qualification tests indicate. 
Typically, higher heat input decreases cooling rate and toughness. 
 
 As was shown in Figure 2.7, steel exhibits a transition from brittle to ductile fracture 
behavior as the temperature increases. These results are typical for ordinary hot-rolled 
structural steel. The transition behavior of steel is exploited as a means to screen out brittle 
materials in ship fracture control plans. For example, the ship steel specifications (ASTM 
A131) requires a minimum CVN energy (called notch toughness) at a specified temperature 
for the base metal in two orientations, as shown in Table 1.  As long as large defects do not 
exist, the notch toughness requirement assures that the fracture will not be brittle.  Because 
the Charpy test is relatively easy to perform, it will likely continue to be the measure of 
toughness used in steel specifications.  Often the abbreviation "CVN" is used to represent the 
impact energy.  Often 34 J (25 ft-lbs), 27 J (20 ft-lbs), or 20 J (15 ft-lbs) are specified at a 
particular temperature.  The intent of specifying any of these numbers is the same, i.e to 
make sure that the transition starts below this temperature.  
 
 The ship steel CVN requirements can be compared to the requirements for steel and 
weld metal for bridges, which are shown in Table 2. These tables are simplified and do not 
include all the requirements. The bridge steel specifications require a CVN at a temperature 
which is 38°C greater than the minimum service temperature. This "temperature shift" 
accounts for the effect of strain rates, which are lower in the service loading of bridges (on 
the order of 10-3) than in the Charpy test (greater than 101). It is possible to measure the 
toughness using a Charpy specimen loaded at a strain rate characteristic of ships and bridges, 
called an intermediate strain rate, although the test is more difficult and the results are more 
variable. When the CVN energies from an intermediate strain rate are plotted as a function of 
temperature, the transition occurs at a temperature at least 38°C  lower for materials with 
yield strength up to 450 MPa.  
 
 It is important to assure that there is a CVN requirement for the weld metal.  For 
example, several types of self-shielded flux-cored arc weld (FCAW-SS) filler metals without 
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a CVN requirement are known to produce weld metal with very low fracture toughness, 
which have resulted in numerous brittle fractures [5.2]. Usually weld metal has low carbon 
and toughness greater than the steel plate. As shown in Table 2, the AWS D1.5 Bridge 
Welding Code specifications for weld metal toughness are more demanding than the 
specifications for base metal. This is reasonable because the weld metal is always the 
location of discontinuities and high tensile residual stresses. Because of variability in the 
cooling rate and resultant microstructure and grain size, weld metal toughness can vary 
widely from manufacturers certification, to weld procedure qualification test, to the 
fabrication of the structure [5.3].  
 
 Decades of experience with the present ship steel specifications have proved that they 
are successful in significantly reducing the number of brittle fractures.  Specifications should 
also emphasize fabrication controls and inspection requirements in addition to the CVN 
requirements.  Good detailing and control of the stress range will improve structural 
reliability by reducing the occurrence of fatigue cracking. 
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5.2  Fracture Mechanics Test Methods 
 
 Fracture tests can be divided according to the objective or use of the data.  Screening 
tests, like the CVN test, can rank materials and give a relative indication of toughness but the 
result cannot be directly used in a quantitative analysis. On the other hand, fracture 
mechanics tests are intended to get a quantitative value of fracture toughness that can be used 
directly to predict fracture in structural members. As explained in Section 2.3, it is 
sometimes possible to indirectly infer a quantitative value of Kc from a correlation to a 
screening tests result like CVN. 
 
 One of the first fracture-mechanics tests was ASTM E399, "Standard Test Method for 
Plane-Strain Fracture Toughness of Metallic Materials".  The Kc value determined from this 
test is given the special subscript "I" for plane strain, KIc.  KIc is commonly measured on the 
Compact-Tension (CT) specimen, although single edge-notched bend (SENB) bars may also 
be used.  In all fracture-mechanics tests, the specimen must be fatigue precracked.  The load 
and crack mouth displacement are monitored in the test, and K is computed from the load 
either at the point of instability or at some small offset from the elastic slope.  In order for the 
test to be considered valid, the specimens must have large planar dimensions and be very 
thick, approximating plane strain.  Specifically, the remaining ligament (b) and the thickness 
(B) must be:  

 
This requirement is intended to assure that the specimen size dimensions are on the order of 
50 times bigger than the plastic zone at the crack tip.   
 
 Consider the very low toughness materials with KIc of 45 MPa-m1/2  and a yield strength 
of 450 MPa.  Even for these brittle materials, a specimen thickness greater than 25 mm 
would be required.  If the plate or flange thickness were less thick, valid KIc could not be 
obtained.  For materials with adequate toughness, greater than 100 MPa-m1/2 for example, 
require specimens thicker than 120 mm.  Clearly, it can be seen that this is a test which is 
impractical for all but the most brittle materials. For brittle materials for which a valid KIc 
can be obtained, invalid Kc values obtained with specimens that are too small will be larger 
than the valid KIc  However, if the test specimen and the structural member have the same 
thickness, invalid data are often used with caution. For ductile fracture, the relation between 
the apparent toughness from small specimens and large specimens is different than for brittle 
fracture.  For ductile fracture, invalid Kc from a small-specimen J or CTOD test is usually 
less than the apparent Kc in larger specimens.  

  (5-1)   
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 The J-integral tests were developed for elastic-plastic fracture where the fracture mode 
was ductile tearing rather than cleavage.  The most simple of these is ASTM E813, 
"Standard Test Method for JIc, A Measure of Fracture Toughness" gives a value of J at the 
initiation of ductile tearing.   This test is typically performed on CT specimens, although 
SENB specimens may also be used.  In these J tests, the load and crack mouth displacement 
are monitored and J is computed from the work done on the specimen, i.e. from the area 
under the load displacement curve.  In order to identify the initiation of ductile tearing, 
changes in compliance are monitored by performing periodic partial unloading of the 
specimen. The crack extension is determined from these compliance measurements. 
 
 The specimen size requirements for ASTM E813 are much less stringent than E399, i.e: 

For a given value of fracture toughness the specimen may be about 50 times thinner than for 
ASTM E399 (KIc).  For moderate toughness of about 100 MPa-m1/2 (J = 48 kJ/m2), the 
specimen ligament and thickness are required to be greater than 3 mm, which can be easily 
met.   
 
 ASTM E1290, "Standard Test Method for Crack-Tip Opening Displacement (CTOD) 
Fracture Toughness Measurement" gives a slightly different test which is easier to perform 
but gives results which are more variable. This test is typically performed on SENB 
specimens, although the CT specimen can also be used.  The specimens are the full thickness 
of the plate or shape and there are no validity requirements. The load and crack-mouth 
displacement are monitored during the test, and the CTOD is inferred from the crack-mouth 
displacement. A variety of outcomes are possible including short propagation or pop-in of 
the crack without instability.  The critical CTOD is either at the point of "pop-in" or at the 
maximum load for more ductile behavior. 
 
 Recognizing that all of these tests are performed on similar specimens and that all of the 
various fracture toughness measures can be related, BSI has recently developed a unified 
testing procedure BS 7448, "Fracture Mechanics Toughness Tests".  Using this method, a 
test is performed and then, based on the results, it is decided how the test should be 
interpreted.  ASTM is currently working on a similar unified test method.  

  (5-2)   
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5.3 Recommended ductile fracture models 
 
 Ductile fracture models were studied in order to evaluate their usefulness and degree of 
conservatism with regard to experiments on full scale structural members.  The following 
fracture assessment procedures are recommended on the basis of this research.  The authors 
have intended to strike a balance between the level of refinement required for the purposes of 
evaluating cracks in ships in service and the complexity in the analysis, considering that 
assessments may have to be made by non-experts on hundreds of cracks in a single ship. 
Chapter 4 explains the fracture prediction methods in detail and the results of the analyses. 
 
 5.3.1  British Standards Institute PD 6493 
 
 The procedures contained in PD 6493 can be used to make accurate and conservative 
predictions of the maximum load for cracked structural members.  While it does predict 
maximum load, PD 6493 cannot predict ductility which may also be needed for an 
evaluation of structural integrity in the presence of large fatigue cracks. 
 
 British Standards Institute document PD 6493 provides a rationale for assessing the peak 
load for fracture in the form of failure assessment diagrams.  These diagrams are interaction 
curves that form an envelope to account for both the fracture and plastic collapse modes of 
failure.  There are three levels of assessment.  The first level uses a simplified stress 
distribution and a failure envelope based on the CTOD design curve.  This level is intended 
to be a "screening" level and is very conservative.  The second level uses a more accurate 
stress distribution and utilizes a failure envelope based on a strip yield model assuming an 
elastic-perfectly plastic material. As discussed in Section 4.1, this second level is very 
accurate and relatively easy to use. The third level may be more suitable for high-strain-
hardening steels, but for ordinary ship steel, level 3 analysis  offers no significant advantages 
to justify the significant additional effort relative to level 2.   
 
 To define Sr in the level 2 analysis, the applied bending moment was normalized by the 
fully plastic bending moment based on the net cross-section of the cracked section of the 
beam.  The yield stress was used rather than the flow stress, since this is the typical way the 
plastic moment is calculated in structural engineering. The limit-load calculations are 
explained further in Appendix 6.   
 
 Analytic solutions for the stress-intensity factor, K, for the complex cracked ship 
structural details do not currently appear in the literature. Therefore, it is recommended that 
the stress intensity factor at each crack tip in the specimen be approximated by treating the 
beam section as a monolithic block and using an equivalent elliptical crack geometry.  This 
approximation was discussed in Section 4 (see Figures 4.3 through 4.5 for example).   
Appendix 5 explains the calculations in detail and shows an example of the spreadsheet a set 
of K calculations. 
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 Although cracks can be loaded by shear, experience shows that only the tensile stress 
normal to the crack is important in causing fatigue or fracture in steel structures.  This tensile 
loading is referred to as "Mode I".  When the plane of the crack is not normal to the 
maximum principal stress, a crack which propagates subcritically or in stable manner will 
generally turn as it extends such that it becomes normal to the principal tensile stress.  
Therefore, it is typically recommended that a welding defect or crack-like notch which is not 
oriented normal to the primary stresses can be idealized as an equivalent crack with a size 
equal to the projection of the actual crack area on a plane which is normal to the primary 
stresses (see PD6493 for example).   
 
 To use the failure assessment diagrams to predict maximum load, Kr and Sr are plotted as 
a function of increasing load (applied moment).  The load that produced a critical 
combination of Sr and Kr should be taken as the maximum load prediction.  If the crack has 
more than one crack tip, an interaction path of Kr vs. Sr was plotted for each crack tip as a 
function of applied moment. The intersection of the path and the failure assessment envelope 
that provided the lowest allowable applied moment is taken as the maximum load prediction. 
If the crack tip is adjacent to an attachment or other stress raiser, a stress concentration factor 
is applied to the stresses in the calculation of K but not in the limit load calculation. Residual 
stresses should be ignored in the calculation of the stress intensity factors as well as the 
collapse load. The exclusion of residual stress can be rationalized because the magnitude of 
residual stress decreases with depth through the thickness of the plate.  Also, the crack tends 
to alleviate the residual stresses by reducing the constraint on the weld.  
 
 The predicted maximum load values are expected to be conservative and accurate within 
20 percent for relatively simple members.  In more complex structure such as the box-section 
experiments, the error on the conservative side may be up to 39 percent.  The conservatism 
of these predictions, even with the exclusion of residual stresses, provides evidence that PD 
6493 is a reasonable way to conservatively estimate peak loads before fracture. 
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5.3.2  Predicting crack extension using a constant crack-opening angle 
 
 Predicting the crack extension as a function of displacement is the critical issue in 
predicting load-deformation behavior. Two different but related methods were investigated 
for predicting crack extension as a function of increasing displacement: 1) a constant crack-
opening angle; and, 2) a J-R curve analysis.  For the latter approach, finite-element analysis 
was used to calculate the J integral, as well as a variety of estimation schemes. Using a J-R 
curve approach for extended crack propagation in complex ship structural details requires 
finite-element analysis and is very difficult and time consuming. In the end this approach is 
not even very accurate. 
 
 As shown in Section 3, the I-beams, box-beams, and cope-hole specimens of both 
materials exhibited the same constant rate of crack-opening displacement with respect to 
crack extension.  This rate is called the crack-opening angle (COA), and in all of these  
experiments it was about 24 percent radian (13 degrees), e.g. see Figure 3.27.  Many other 
researchers have shown similar results in tearing of thin steel and aluminum plates. Based on 
this constant COA concept, a simple kinematic model was developed based on the 
experimental observations. 
 
 The model is based on d0, the minimum observed displacement at peak load, just prior to 
significant crack extension and the descending branch of the load-displacement curve. For 
the tensile specimens (CCT and cope-hole specimens) it was noted that d0 was 4 mm for the 
HSLA-80 steel and 6 mm for the EH-36 steel.  For the tensile tests (CCT and cope-hole 
tests), the displacement, d, on the overall gage length is essentially the same as the CTOD5.  
Therefore the displacement is concentrated on the crack plane.  This displacement is equal 
to: 

where ∆a is the crack extension and the other terms were defined above. 
 
 For the bending tests, the displacments were measured at various locations, but it was 
noted that all displacements increased approximately in proportion to one another.  The 
beams formed a plastic hinge on the crack plane and all displacements resulted primarily 
from rotation, Θ, of this hinge.  At the point where the yield stress is reached on the outer 
fibers of the gross section, Θy is equal to 3.2 percent radian.  Taking the depth of the beam as 
190 mm and assuming a linear displacement gradient, the "effective average" displacement 
at the outer fibers, dy, is about 6 mm.  The displacement at peak load, d0, is equal to 1.5 dy or 
about 9 mm. 

 d =  d  +  COA ( a)0 ∆  (5-3) 
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5.3.3  Limit Load Analysis 
 
  
 Given the crack extension vs. displacement history, the load-displacement curve can be 
computed using either a simple limit-load analysis or a finite-element analysis. In Section 4 
limit load solutions were shown to be more accurate than finite-element analysis for 
prediction of the load-displacement curve. The simple limit-load calculation is based on the 
net section area assuming elastic-perfectly plastic behavior in pure bending.  More detail on 
the limit load calculations are provided in Appendix 6.  The limit load approach provides a 
simple and accurate method of predicting the specimen's remaining load capacity with 
respect to crack extension.  These calculations are simple enough to be performed with a  
spreadsheet, and are the type of calculations that can be practically implemented with regard 
to common ship structural details. Of course, in order to predict the load-deformation curve, 
it is necessary to predict the crack extension history correctly. 
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 Table 5.1: Minimum Charpy test requirements for ship steel from ASTM A131 
 

 
                                      Orientation: 
Material: 

Charpy V-Notch Energy 

 L-T T-L 

 Joules@°C Joules@°C 

Grade A none none 

Grade B (none if 25 mm or under) 27@0 19@0 

Grade D 27@-10 19@-10 

Grade E 27@-40 19@-40 

Grade AH32, AH36 34@0 23@0 

Grade DH32, DH36 34@-20 23@-20 

Grade EH32, EH36 34@-40 23@-40 
*These requirements are for steel up to 51 mm thick. 
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 Table 5.2: Minimum Charpy test requirements for bridge steel and weld metal 
 

 
 
Material: 
(L-T orientation) 

 minimum service temperature  

 -18°C -34°C -51°C 

 Joules@°C Joules@°C Joules@°C 

Steel: non-fracture critical members*, ** 20@21 20@4 20@-12 

Steel: fracture critical members*,  ** 34@21 34@4 34@-12 

Weld metal for  non-fracture critical* 27@-18 27@-18 27@-29 

Weld metal for fracture critical*, ** 34@-29°C for all service temperatures 
*These requirements are for welded steel with minimum specified yield strength up to 
350 MPa up to 38 mm thick. Fracture critical members are defined as those which if 
fractured would result in collapse of the bridge. 
**The requirements pertain only to members subjected to tension or tension due to 
bending. 
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6.0     CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER 
RESEARCH 
 
 Ductile fracture models were evaluated with respect to their usefulness and degree of 
conservatism with regard to experiments on full-scale ship structural members. The 
following conclusions were drawn. 
 
1. Welded steel structural members and their connections are expected to have a 
ductility greater than 3 times the yield strain so that the overall structure performs as 
expected when subjected to extreme or accidental loading. The effect of the presence of 
fatigue cracks on this ductility has not been previously considered. Full-scale fracture 
experiments with HSLA-80 and EH-36 steel consistently show the development of the 
plastic limit load on the net section and ductility greater than 3, despite large fatigue 
cracks.   
 
2. The procedures contained in PD 6493 can be used to make conservative and 
relatively accurate predictions of the maximum load for cracked structural members.  
While it does predict maximum load, PD 6493 cannot predict ductility which may also be 
needed for an evaluation of structural integrity in the presence of large fatigue cracks. 
 
3. Predicting crack extension using a J-R curve measured on small compact-tension (CT) 
 specimens produced reasonable results on full-scale specimens loaded in tension, but 
gave unconservative results when applied to full-scale specimens loaded in bending.  
Estimation schemes gave conservative but very inaccurate results for J at large 
displacements. Therefore, the J-R curve approach requires difficult and time-consuming 
finite-element analysis for non-standard geometries.   
 
4. Predicting crack extension using a constant crack-opening angle of 24 percent radian 
is a very simple and accurate approach, which seems to be generally applicable to tension 
and bending and was found to be the same angle for the two steels investigated.   
 
5. If the crack length history with respect to deflection is known for a structural 
component constructed of high-toughness steel, a simple limit-load analysis accurately 
predicts the load as a function of displacement.   
  
 The crack-opening angle seems to be an aspect of crack extension which is relatively 
general, i.e. it does not appear to be a material property like fracture toughness.  More 
experiments should be done to verify the constant crack-opening angle approach for 
various steels and detail types and to determine if 24 percent radian is a reasonable lower 
bound for various ship steels.   
 
 The box beam specimens exhibited a plateau where there was extensive ductility at a 
large fraction of the peak load.  The plateau occurred when the crack encountered a 
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transverse plate (the second flange). The crack did not easily penetrate the second flange 
because the web is intercostal (not continuous) through the flange.  Thus, the second 
flange is an effective but temporary crack arrestor. After sufficient deformation, the crack 
bursts through the second flange in a catastrophic manner. More experiments should be 
done to characterize the amount of deformation it would take to penetrate various types 
of crack arresters.   
































































































































































